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Preface 

Communications systems are now ubiquitous. Making them more 
intelligent remains very challenging. A wide range of technical 
solutions can contribute to this intelligence. Several research areas are 
involved. Some examples are: architectures for adaptable networks 
and services; intelligent service application interface and intelligent 
human interaction; semantic web services and web services 
technologies. 

Any of the research areas mentioned above include a plethora of 
topics. Ad hoc networks, programmable and active networks, adaptive 
protocols are among the topics which make the adaptable networks 
research area. Semantic Web is also very rich as research area. It 
includes knowledge representation languages, tools and 
methodologies; ontologies; semantic brokering; large scale knowledge 
management; and semantic interoperability. 

Intelligent communication systems is indeed a very important domain. 
The goal of Intellcomm 2005 is to bring together researchers and 
practitioners to discuss the latest developments in the area. These 
developments span both the theoretical and the practical aspects of the 
domain. These proceedings contain the technical papers selected after 
a very rigorous peer review process. The papers are grouped under the 
following umbrellas: 
• Ad hoc networks / hybrid networks / WLAN 
• Security, privacy and consumer protection 
• Adaptive architectures and protocols 
• Flexible QoS and QoS management 
• Flexible service specification, validation, searching and querying 
• Service composition and Web services 
• Personal, terminal and node mobility 
• Programmable and active networks 



VI 

We hope you enjoy the papers. We also take this opportunity to thank 
all the authors, members of the technical program committee, external 
reviewers and all the other people who have contributed to the success 
of the conference. 

Roch Glitho 
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A FRAMEWORK FOR BUILDING 
CUSTOMIZED ADAPTATION PROXIES * 

Hana K. S. Rubinsztejn, Markus Endler and Noemi Rodriguez 
Departamento de Informatica, PUC-Rio 
R. Marques de Sao Vicente 225 
22453-900, Rio de Janeiro, Brazil 
-[hana,endler,noemi} @ inf.puc-rio.br 

Abstract This article presents a framework for the development of adaptive proxies for 
context-aware mobile applications. The framework is in charge of collecting 
clients' current context (device and network), and trigger the appropriate adap­
tations. MoCA's Proxy Framework offers mechanisms for cache management, as 
well as for adaptation management. Developers need only create their applica­
tion-specific adaptations (developing adapters modules) and define trigger con­
ditions, priorities and selectors. This is done by specifying rules in XML format, 
which define the actions to be applied at the moment of a context change. The 
other extension point of the Proxy Framework is the caching policy to be used. 

Keywords: Mobile Computing, Context-awareness, Proxy, Framework 

1. Introduction 

A common element in the architecture of distributed applications for mobile 
networks is a proxy [3, 4], which intercepts the messages exchanged between 
the mobile clients and servers, and which is in charge of executing a num­
ber of transformations, adaptations or management functions on behalf of one 
or several clients, such as content adaptation, protocol translation, caching, 
personalization, user authentication, handover management, etc. The main ad­
vantage of using such an intermediary is to bridge the wired-wireless gap, and 
make all mobility, connectivity and context-dependent issues transparent to the 
application developer. 

Although each distributed application for such networks has specific adap­
tation and transformation requirements, there are a number of common and 
recurrent components and interaction patterns used for implementing usual 

*This project is partially funded by CNPq, Grants 55.2068/02-2 and 47.9824/04-5. 

http://inf.puc-rio.br
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adaptation and management functions. As a means of supporting the devel­
opment of proxies for several applications for mobile networks, and enhance 
reuse of code, we are developing an object-oriented framework that can be ex­
tended and customized to produce concrete proxy instances according to the 
specific application requirements. 

This work is part of a wider project, where we are implementing a middle­
ware called Mobile Collaboration Architecture MoCA[8], consisting of APIs 
and services for context-provisioning and -processing, location inference, as 
well as mechanisms for notifying context changes to applications. Within 
MoCA, the framework will be used to generate instances of customized prox­
ies for different context- and location-aware applications. Since most of the 
adaptations performed by a proxy are determined by the current execution con­
text of a mobile client, e.g. the current wireless network or Access Point being 
used, the quality of the wireless link, or the availability of its local resources, 
the ProxyFramework includes functions to subscribe to MoCA's context ser­
vices and mechanisms to trigger adaptations according to received notifications 
of context changes. The current focus is on content adaptation (e.g. distillation 
and transcoding) and caching, which are two central issues when developing 
adaptive applications for mobile devices and wireless networks. 

2. The MoCA Middleware 

MoCA [8] is a middleware architecture for the development of context-
aware collaborative applications for mobile computing. It was designed for 
infra-structured wireless networks, and its current prototype works with an 
802.11 wireless network. 

MoCA offers client and server APIs which hide from the application de­
veloper most of the details concerning the use of the services provided by the 
architecture (see below). The ProxyFramework proposed in this paper is an 
element of MoCA. It is a white-box framework for developing and customiz­
ing proxies according to the specific needs of the application. It facilitates the 
programming of distributed, self-adaptive applications for mobile networks, 
where adaptations should be triggered by context-change events. The proxy 
not only intermediates the communication between the application server and 
its mobile clients, but also it serves as the interface with MoCA services, as 
Context Information Service (CIS). 

The following MoCA services are in charge of collecting and distributing 
context information: 

• Monitor, this is a daemon executing on each mobile device and is in 
charge of collecting data concerning the device's execution state/envi­
ronment, and sending this data to the CIS {Context Information Service) 
executing on the wired network. 
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• Context Information Service (CIS): This is a distributed service where 
each CIS server receives and processes devices' state information sent 
by the corresponding Monitors. It also receives requests for notifications 
(aka subscriptions) from application Proxies, and generates and delivers 
events to a proxy whenever a change in a device's state is of interest 
to this proxy. An example of proxy's request is given by the following 
Interest Expression, {FreeMem < 15% OR roaining=True}. Tht In­
terest Expression is defined as an SQL expression using some tags, as 
for example, EnergyLevel, CPU, OnLine, etc. 

• Location Inference Service (LIS): infers the approximate symbolic lo­
cation of a device, using a specific context information of this device 
collected by CIS: the pattern of RF signal strengths received from all 
nearby Access Points. 

3. Overview of MoCA 's Proxy Framework 

MoCA's Proxy Framework is being designed to accommodate a number of 
basic management and adaptation functions that an application proxy might 
be required to execute on behalf of each of its mobile clients. In fact, the 
Proxy Framework defines only abstract interfaces of proxy components and 
templates describing how these components interact. In order to implement 
application-specific adaptation and management functions, these components 
have to be extended or specialized by the application developer. 

3.1 Main Components 

The main envisioned components for Proxy Framework are described as fol­
lows: 

• Handover Management: handles the tasks related to the migration of a 
client to a new network domain, such as, pre-allocation of resources at 
the new proxy, transfer of the client's (communication) session state, or 
of cached objects, to a new proxy, etc. 

• Caching Management: is responsible for storing application-specific 
data, messages and user preferences of each client. This component 
incorporates the caching strategy, the concurrency and consistency strat­
egy and memory management strategy (LRU, FIFO). The application 
developer can use a pre-defined set of management strategies, or cus­
tomize some of them according to the specific needs of her application. 

• Adaptations: implements any kind of adaptation (data compression, trans­
coding, summarization) of the application-specific data being transferred 
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from the server to the client, and vice-versa, according to the client's 
context. 

Message Filtering: is responsible for filtering of messages/data to be 
delivered to the clients according to their context and their profile. 

Protocol Translation: performs the transcoding from the specific wired 
protocol used by the application server to any of the possible wireless 
protocols used for interaction between the Proxy and the client. 

Context Management: performs the application-specific processing of 
the context information, such as: subscription for notifications from 
MoCA's CIS, analysis of context change notifications, diffusion of con­
text information to other proxy components, etc. 

• Service Discovery: is responsible for finding new services, users or data, 
according to the user profile. The lookup function will typically access 
some directory services, or receive some notifications from third-party 
"match-making" services. 

3.2 Basic Steps to Use the Proxy Framework 

In order to instantiate a proxy from the ProxyFramework the application de­
veloper has to follow two main steps: first, he has to implement the adaptation 
actions according to the specific needs of his application; and second, he needs 
to create trigger rules which define when (e.g. at which context condition) these 
actions are to be applied. 

Defining Adaptive Actions. The ProxyFramework allows to condition the 
execution of certain proxy actions to specific states of the application client 
it represents. Since these actions are specific for each application, the proxy 
developer must implement them. 

The actions are defined by the base class Action, which provides some 
common methods, as for retrieving action parameters. Essentially, there exist 
two types of actions: adapters, which modify a message, and listeners, which 
modify some state of the proxy related to a client. 

Adapter actions are executed at the moment when a message is forwarded 
to the client, and depending on its current context. In order to implement a 
specific adaptation function, the developer has to extend method execute of 
the abstract class Adapter. This method gets the addressee of the message to 
be adapted and the message per se, and returns the modified message, or nul l . 
In the second case, the original message has been discarded and consequently 
the flow of adaptations is interrupted. 

The actions of type listener react to changes in the state of clients. To imple­
ment a concrete listener, it suffices to extend the base class Sta teLis tener , 
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which has two abstract methods: matches e unmatches. The first is always 
executed when the corresponding state changes from OFF to ON, while the sec­
ond is executed when it changes from ON to OFF. 

Configuring Trigger Rules. The Proxy Framework uses a rule-based ap­
proach for determining which actions (adaptations) are needed in order to pro­
vide a better service according to the different environment conditions (con­
text). The rule configuration should be done manually by the system adminis­
trator. With this configuration, the administrator can specify the proxy config­
uration for all environment conditions that the server wishes to support. The 
administrator can define the sequence of adaptations to apply to data and thus 
control the service composition, using any type of service. 

The decision rules are composed by states (or contexts), that must be mon­
itored; as well as actions which may be applied for each state. The states (or 
contexts) and the actions must be defined through a XML file. 

< Proxy Conf> 
<State> 

<Expression> <![CDATA[ OnLine = false AND DeltaT > 3000 ]]> </Expression> 
< Action class="proxy.Iisteners.DefaultCacheListener"> 

<Parameter name="cacheClassName"> proxy.cache.FIFOCacher </Parameter> 
</Action> 

</State> 
<State> 

< Express! on > 
<![CDATA[ CPU > 60 AND FreeMemory < 10000 ]]> 

</Expression> 
<Rule priority="l"> 

< Filter > 
< ! - message data type - > 
<StartWith> 

<FieldValue> <Literal>datatype</Literal> </FieldValue> 
< Literal > image/</Literal > 

</StartWith> 
</Filter> 
< Action class="proxy.adapters.ScaleImageAdapter"> 

< Parameter name="factor" > 0.5 </Parameter > 
</Action> 

</Rule> 
</State> 

</ProxyConf> 

Figure 1: Trigger Rules Configuration - XML file 

Figure 1 shows an example of a Proxy Framework configuration file. In 
this example, element Sta te represents a monitored state and has a single 
element Expression, which corresponds to the context Interest Expression 
that will be registered at CIS for periodic monitoring and delivery of corre­
sponding notifications, whenever the expression switches from true to false, 
and vice-versa. When a change happens in either direction, the corresponding 
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customized listener action will be executed. Its configuration is done through 
element Action, where it is possible to indicate the class which implements 
the desired action, as for example, caching with FIFO policy. Each state may 
have several elements of type Rule, which aggregate several adapters which 
will be executed if the state for which they were registered is ON, and a certain 
condition related to the message (type) or the addressee is satisfied. The condi­
tion is determined through element F i l t e r , which can be configured through 
the use of a number of logic and other operators, such as (AND, OR, NOT, 
EQUAL, STARTWITH) and available selectors such as (datatype, protocol, 
client, communicationmode, subject). Once the filter has accepted a message, 
the series of adapters registered for this rule will be executed. Adapters must 
also be registered with a rule, using the element Action. 

It is possible to provide parameters both to the listeners and to the adapters, 
and this is done using element Parameter (each of which has a name and a 
value), as shown in the example. 

4. Current Prototype of the Proxy Framework 

The Proxy Framework consists of a set of basic functions and mechanisms 
for customizing, activating and combining adaptations, for the development 
of application proxies. Moreover, it provides the application developer with a 
simple means of accessing the client's context and defining context-dependent 
adaptations. The ProxyFramework was implemented in Java and offers these 
facilities through the structural reuse of components that are common to all 
application proxies, for example those for processing context notifications. 

The framework is composed of a set of concrete components (frozen-spots), 
which implement utility functions for the proxies; and interfaces of abstract 
components (hot-spots), which can be implemented according to the specific 
need of each application. The frozen-spots include Communication, Caching 
and Adaptation Management and Selectors, while hot-spots are the Cache-
Policies, Adapters and Listeners, and Context Configuration. 

Essentially, the ProxyFramework is composed of two parts: the communica­
tion sub-system and the proxy core. While the first implements the protocols 
for synchronous and asynchronous communication with clients and servers, 
the second is responsible for collecting the context notifications regarding the 
clients and managing the execution of the adaptations according to the rules 
specified by the application developer (c.f. Section 3.2). Due to limitations of 
space, in the following we will further detail only the core. 

4,1 Proxy Core 
In order to achieve loose coupling among the different components of a 

proxy, and allow for their concurrent execution, the core architecture has been 
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structured as a set of independent elements called Managers, and a singular 
manager called Dispatcher, which intermediates the interaction between any 
pair of Managers, such as those described in Section 3.1. This way, a man­
ager does not need a reference to all other managers it interacts with. This 
decoupling also facilitates the inclusion of new managers. Each manager has 
a private queue of messages, which are processed in FIFO order. The compo­
nents of the proxy core are the following: 

AdapterManager. It manages the message adapters, inspecting and modi­
fying messages according to the specific states of the corresponding destination 
client. Once the states to be monitored have been defined, the proxy starts to 
trace the status of each state, for each client. This way, it is possible to estab­
lish a set of adaptation strategies to be applied to each message, for each client. 
The implementation of the specific adapters (c.f. section 3.2), the order of their 
execution, and the criteria for their application on each message type, are all 
customization points of the framework, which have to be defined/implemented 
by the application developer. 

ContextManager. This component subscribes to MoCA's CIS according 
to the expression defined in the XML file (c.f. sec. 3.2) and receives mes­
sages from this context service about the current state of every client registered 
with the proxy. The ContextManager receives notifications from CIS (i.e. a 
CISMessage), whenever the interest expression (which defines a client state) 
flips between true and false. Essentially, a CISMessage contains three pieces 
of information: the client whose context changed; an identifier of the changed 
state; and the type of transition (i.e. ON, for a transition from off to on, and 
OFF, for a switch from on to off). Using this information, the state of the cor­
responding client is updated in the proxy. In this case, i.e. at the moment of 
this transition, it is possible to execute some specific actions of type listener, 
which modify the behavior of the proxy for the following message addressed 
to this client. 

CacheManager. It is responsible for checking if according to the current 
state of a client, the messages addressed to it should be cached. This may be 
necessary when either the client gets (temporarily) disconnected, or the band­
width of its wireless link falls below a given threshold. When a message for a 
client arrives, it verifies the state of the addressee, and then either records it in 
the cache, or forwards it to the AdapterManager. 

The framework provides a special listener action for caching. This action is 
implemented through class DefaultCacheListener, which just activates or 
de-activates a given cache policy, which is passed as a parameter to this class 
and hence can be customized by the application developer. 
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The framework makes available a simple default caching policy, FIFO-
Casher, which stores messages in FIFO order. 

Sender. The Sender is responsible for delivering the intercepted messages 
to the corresponding addressee. This component implements a mechanism 
which ensures the ordered delivery of messages to each client. 

Figure 2 depicts the logic relationship between the managers, and the mes­
sage flow within the proxy core, from the moment it is received from the server 
until it is forwarded to the corresponding client. 
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Figure 2: Message Logic Flow 

Every incoming message is first inserted in the Input Message queue, and 
is then retrieved by the CacheManager, which checks if the message should 
be cached, or if it can be directly sent to the client. At the next stage, the 
message is sent to the AdapterManager which verifies which adaptations are to 
be applied to the message. After all adaptations, if any, have been applied the 
messages are enqueued in Output Messages, and are sent to the corresponding 
client in FCFS. 

When caching is required, the messages are cached according to the caching 
policy defined by the developer. When the client's context changes, all of its 
cached messages return to the input queue, as if they were arriving at this 
moment. This is necessary due to the possibility that while some of these 
messages are being processed, the client's state changes, and some messages 
need to be cached again. 

Our decision to implement the check for caching before the check for adap­
tation in the proxy's message flow was based on the understanding that the 
processing-intensive adaptations should be done according to the current client 
state, and only immediately before the message is sent to the client. Otherwise, 
the adaptations would not be effective, and hence useless. 

file:///Marsager
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5. A First Instantiation for Image Adaptation 

The first instantiation of ProxyFramework was for an application that trans­
fers and adapts images sent from a server to clients. The development of this 
context-aware proxy was simple and required only the implementation of some 
image adapters and the definition of trigger rules in the configuration XML file 
(c.f Section 3.2). The implemented adapters were for transforming color im­
ages into grayscale, for converting any image into JPEG with a compression 
quality, for scaling and for cropping. 

Using our first proxy instance, we made some initial tests (using AspectJ) 
to evaluate the overhead introduced by the proxy. This overhead takes into ac­
count only the message management and queueing, the matching of the client 
state and the selection of the adaptation to be performed. It does not include 
the time spent on the adaptation per se. 

In our experiments the scenario was composed by one server (source of 
images), one proxy and a set of clients, in which we varied the number of 
clients from 10 to 100. The proxy was configured with five states of interest 
and received images for adaptation at a rate of 2 messages per second. Each 
message for clients was of size 100 KB. For each set of parameters, we made 
20 executions and calculated the mean value of proxy overhead. For these 
tests we did not cache the messages, but all the messages passed through the 
CacheManager, which did not act upon the messages. We executed the proxy 
on a 2.4 GHz Pentium 4 with 512 MB RAM. 

10 
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7 

1 adap1 / s1a1e • 
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Figure 3: Number of clients x Overhead (msec) 

Figure 3 shows the results of our measurements. As expected, the number 
of applied adaptations affects the mean latency within the proxy, since the 
messages stay more time in the queues waiting to be adapted. 
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In all curves the values for small number of clients are quite high, but this is 
caused by the fact that the initial Java class loading overhead is proportionally 
greater for fewer messages (due to fewer clients) than it is for a greater number 
of messages. 

6- Related Work 

Several other efforts have been made to develop generic proxy architectures, 
or proxy frameworks, that can be customized or extended to solve a particu­
lar problem, for example, Mobiware [1], RAPIDware [7], Web Intermediaries 
(WBI) [3,6], MARCH [2] and TACC [4]. 

The decision of which adapters to use and when to use them can be de­
fined in two ways: via programmable interfaces, as in Mobiware and TACC; 
or via rule-based configuration, as MoCAs ProxyFramework , MARCH and 
WBI. Rule-based systems are easily configured and less error prone (defin­
ing a model) than the ones based on programmable interfaces; besides there 
is no need to deal with intrinsic details of the framework. Furthermore, only 
the content provider can decide which adaptation is acceptable under different 
contexts, and thus, by using rules, may define the sequence of adaptations to 
apply to data, better controlling their composition, which is a very complex 
task to automate. 

Comparing the two most common approaches for loading adapters, the dy­
namic loading of adapters, as in MARCH and RAPIDware, supports on-de­
mand loading of adapters from an adapter repository, and provides more flexi­
bility to the system. However, statically configurable proxies support verifica­
tion of a consistent combination/configuration of adapters. In these proxies, the 
adapters are defined at proxy deployment time, like in WBI and ProxyFrame­
work. In addition, dynamic (down)loading of adapters can be time consuming. 
Therefore, it is more suited for systems where context changes are not very 
frequent. 

Comparing the systems, all of them support content adaptation, while some 
of them also implement caching management. Handover management is pro­
vided only by Mobiware. Concerning communication capabilities, only Mo­
CAs ProxyFramework supports asynchronous (publish/subscribe) communi­
cation, which is very useful for mobile computing [5]. Context awareness is 
also supported by most of the frameworks (i.e. except WBI), but only MARCH 
and MoCAs ProxyFramework consider also the state of the client's devices. 
Our framework is the only one that supports connectivity-aware caching, where 
caching is automatically activated as soon as client's connectivity state changes. 
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7. Conclusion 

As the number of applications for mobile networks increases, and their ser­
vices become more complex and personalized, proxies will be used for an in­
creasing number of specialized functions. Although each (type of) application 
will have specific demands for proxy based functions, we have identified a 
common and recurrent set of functions in proxy implementations which shall 
be used as the basis for developing proxies for specific needs. Based on our ex­
perience in developing some context-aware application prototypes, we felt that 
there is an increasing demand for flexible and extensible tools and frameworks 
for the rapid development and customization of proxy-based architectures. 

In this paper we have presented a framework for the development of proxies 
for mobile computing. Our first prototype includes caching, message filter­
ing and context-aware adaptations, since these form the core functionalities 
of a proxy. Our future work includes the design and development of com­
ponents responsible for handover, authentication and translation for different 
mobile protocols. Another feature is the interaction with Location Services (as 
MoCA's LIS) in order to be able to implement location-based adaptations. 
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Abstract: New services and applications that use extensively telecommunication 
networks are currently developed. They need an open access to the tele­
communication networks for adapting to them. An API (Application 
Programming Interface) that permits this objective is the Parlay/OS A 
API. Operators offer tools that facilitate the development of applica­
tions and services, but these tools are different, so it is not possible to 
develop a unique application for different operators. To solve this great 
inconvenience, we propose a solution to permit interoperability among 
different development tools. 

Key words: Parlay; OSA; network; application; service. 

1. INTRODUCTION 

The use of netv^ork services is growing. In order to facilitate their devel­
opment an API that offers many advantages is Parlay and Open Service Ac­
cess (OSA). This API facilitates the services development, but it is still very 
complex, difficult and hard to use. Many operators and service providers 
offer different development tools, SDKs (Software Development Kit), that 
facilitate the development and implementation phases. 

This document begins with an introduction about the Parlay/OSA (P/OSA) 
API and it shows its complexity. Then, it demonstrates how a service can be 
developed using those tools more easily that directly with the API. We show 
one application for each SDK. Later, we propose a solution to interoperability 
among different SDKs. We suggest a method to develop a unique service to 
be used in several SDKs, and finally we obtain some conclusions. 

http://dmag.upf.edu/
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2. PARLAY/OSA OVERVIEW 

Parlay and OSA (P/OSA) are an open API for communications networks. 
This API can support present and future networks. It provides a layer of 
abstraction for service developers. It enables telecom operators and service 
providers to offer the same services for all existing underlying networks: 
mobile, fixed and IP networks, without adapting the application to network 
specific protocols. 

This API permits to obtain network-related context information, it can fa­
cilitate value-added services development, it can make network communica­
tions simpler and powerful, independently of which type of network. 

2.1 Description 

The P/OSA model is split into three main entities [12]: 
• The client application: the application developed by a third party can 

access to the network features through the P/OSA interface. 
• The framework: it offers support functions. For instance, security, integ­

rity and management features. 
• The services: they offer access to network features. For instance mobil­

ity, messaging, terminal management, user interaction and call control. 
P/OSA has several interfaces to allow access to different network func­

tionalities or services [12]: Framework, Call control, Data session control, 
User interaction. Mobility, Generic messaging, Terminal capabilities, Con­
nectivity management, Account management. Charging, Policy manage­
ment, Presence and availability management. 

2.2 Application architecture 

When developing a service to use P/OSA, it has three main steps: 
• Authentication: before the application can use the network services, the 

application and the framework authenticate each other. Authentication 
prevents unauthorized access to the services and permits to determine the 
privileges and permissions to the application. 

• Service selection: after the authentication phase, the application can se­
lect the service interface to use. It is usual to sign an agreement before 
use of the interface. The application can select the service to use. 

• Service use: if the previous phases have concluded properly, the applica­
tion can use the selected service. 
To obtain a general idea on interface use, we shall explain only the first 

step. This step is common for all developing services or applications and 
before it can use any network service there must be an authentication step. 
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This step has several phases: 
• The application performs an initial contact to the framework. In this first 

contact the application requests authentication. The framework answers 
with the authentication to be used. 

• Then the application requests authentication from the framework. 
• After the previous authentication, the framework requests authentication 

from the application. 
• When the application and framework have authenticated each other, the 

application can select the service interface to use. This corresponds to the 
service selection step. 
These phases correspond to many operations. The authentication step is a 

quite simple operation. The other steps are usually more complicated and 
large, depending on the service. 

The previous authentication step description is enough to show a good 
idea of the use of P/OSA. From the previous paragraphs it can be concluded 
that the direct use of P/OSA can be very complicated, tedious, difficult and 
long effort. To solve this situation, few libraries exist. They shield the de­
tails of P/OSA use. They provide abstraction from the original API. Usually, 
these libraries are developed to use Java APIs. 

3. DEVELOPMENT TOOLS 

Many operators have developed tools that facilitate the effort to create 
applications. Usually, these tools are composed by a SDK and a simulator. 

Those SDKs and simulators share characteristics. The most important are: 
• Java software libraries. P/OSA defines a language-independent API and 

they use the Object Management Group (OMG) [6] Unified Modelling 
Language (UML) and Interface Definition Language (IDL) [5] that is 
based on the OMG's CORE A LDL. Using Java libraries permits the ab­
straction from the CORBA. 

• Partial emulation of P/OSA APIs. The systems don't support all P/OSA 
interfaces. They are enough for developing and testing most applications. 

• They can run on an off-line way, no network connection is needed if a 
simulator is used. This can permit an easy application development. 

• They have a similar structure. They offer a Java library, which simplify 
the development, but the application can use CORBA, if necessary. 
To simplicity and avoid confusion, we show only two of them to obtain a 

general idea of their use. They are: Lucent - MiLife ISG SDK [5] (MI SDK) 
and Ericsson NRG SDK [1] (EN SDK). 
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4. SERVICE AND APPLICATION IMPLEMENTATION 

Services and applications have three big parts, when using these systems: 
• Initialization. In this step the application initializes all needed processes 

and obtains all resources for the correct operation, and interacts with the 
framework, which enables an application to obtain and release service 
managers. 

• Main functionality. This is the most important part of the application. In 
this step the application interacts with the network to do the features for 
those it is developed. It uses service managers to send requests to the 
network, and receives responses from the network. 

• Finalization. The application stops interacting with the network. The 
service managers are released and framework access is terminated. 
All applications have the first and third phases (initialization and final­

ization) very similar, but the actually important step is the second one (main 
functionality). Each application has this phase different. 

To show how to implement a service or application using these tools, we 
explain the main steps necessaries for a simple sample application. We think 
that it is enough to have a good idea how a service can be developed. 

4.1 Sample application 

The sample application demonstrates the framework. It obtains and 
shows available services defined in the network. 

The basic steps of each three main parts of this application are: 
• Initialization. 

- Prepare the resources and add components and read the configuration 
- Initiate the access to the framework 

• Main functionality. 
- Obtain the names of all available service types 
- Obtain a service manager 

• Finalization. 
- Releases a service manager by terminating its service level agreement 
- Release the system resources obtained in the initialization phase 
Following sections show the most important operations to use each SDK. 

4.1.1 Lucent - MiLife ISG SDK 

We focus on how to use the MI SDK to obtain the desired P/OSA func­
tionality. We only describe the operations that perform those functions. 

The interfaces use (see section 2.2) has three main steps: authentication, 
service selection and service use. The first step, authentication, correspond 
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to the initial operations, before the service use. 
The first step can be done using the class F r a m e w o r k A d a p t e r F a c -

t o r y . A framework adapter can be created using this class. The sentence is: 
FrameworkAdapterObject = 

FrameworkAdapterlnstance,createFrameworkAdapter 
(validAuthenticationCredentials); 

The F r a m e w o r k A d a p t e r is an interface that defines the framework 
classes. A reference to this interface can be obtained by the previous 
method. The v a l i d A u t h e n t i c a t i o n C r e d e n t i a l s are parameters 
that have been set to proper values. 

This single operation performs that first step, authentication. The needed 
operations, if P/OSA is used directly, are related in section 2.2. It can be 
seen that this class performs most work and simplifies the application 
development. 

The following operation is to obtain the available services. This can be 
done using the method l i s t S e r v i c e s . The sentence to use is: 
String[] object = 

FrameworkAdapterObject.listServices(); 
This method returns a list of available services. 
The next operation is to obtain the service adapter. This operation can be 

done using a method specific to the wanted service. For instance, if we want 
to select the User Location service, the sentence to use is: 
serviceAdapter = 

FrameworkAdapterObject.selectUserLocationService(); 
This service permits to obtain the geographical location of users, but if 

we want to select the Messaging service, to manage, send or receive mes­
sages, the sentence to use is: 
serviceAdapter = 

FrameworkAdapterObject.selectMessagingService() ; 
As we can see, each service is selected using a specific method. 
Then the service can be used. 
When the services are no longer needed, it is necessary to release re­

sources. This operation begins with the method d e s t r o y . The sentence to 
use is: s e r v i c e A d a p t e r . d e s t r o y ( ) ; 

It allows this adapter to clean up when it is no longer used. 
The releasing operation continues using the method e n d A c c e s s that re­

leases resources used by the framework. The sentence to use is: F r a m e ­
workAdap te rOb j e c t . e n d A c c e s s () . It ends the access session. 

Finally, the method to use is d e s t r o y . This method allows the F r a m e ­
w o r k A d a p t e r to clean up when it is no longer used. The sentence to use 
is: F rameworkAdapte rOb j e c t . d e s t r o y ( ) ; 
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4.1.2 Ericsson NRG SDK 

In this section we focus on how to use the EN SDK to obtain the desired 
P/OSA functionahty. 

The first step can be done using the class FWproxy. This class is for 
handling interaction with the framework, which enables an application to 
obtain and release service managers. The sentence to use is: 

FwproxyObject = new Fwproxy(configuration); 
The c o n f i g u r a t i o n has been set previously to proper values. 
The following operation is to obtain the available services. This can be 

done using the method l i s t S e r v i c e T y p e s of the class FWproxy. The 
sentence to use is: 
String[] object = 

FwproxyObject.listServiceTypes(); 
The FwproxyOb j e c t is the previously object created. This operation 

returns the names of all available service types. 
The next operation is to obtain the service manager. This operation can 

be done using the method o b t a i n S C F of the class FWproxy. The sen­
tence to use is: 

IpServiceObject = 
FwproxyObject.obtainSCF(UserLocation) ; 

The U s e r L o c a t i o n is the service to use. This operation returns a ser­
vice manager. In this example, this service allows application to obtain the 
geographical location of users. Or if we want to manage, send or receive 
messages, for instance, then the sentence is: 

I p S e r v i c e O b j e c t = F w p r o x y O b j e c t , o b t a i n S C F ( M e s s a g e ) ; 
When the service is no longer needed, it is necessary to release resources. 

This operation begins using the method r e l e a s e S C F of Fwproxy. The 
sentence to use is: 

FwproxyObject.releaseSCF(IpServiceObject); 
The releasing operation continues using the method e n d A c c e s s that re­

leases resources used by the framework. It belongs to the class FWproxy. 
The sentence to use is: FwproxyOb j e c t . e n d A c c e s s ( ) ; 

The method to releases all resources is d i s p o s e of the class FWproxy. 
F w p r o x y O b j e c t . d i s p o s e ( ) ; 

5. INTEROPERABILITY 

In the previous sections we have seen that those SDKs are different. Due 
to this reason, a unique application cannot be used with different SDKs. It is 
necessary to develop different applications, one for each SDK. Those appli­
cations are nearly equal except the use of P/OSA interface through SDK 
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Java libraries. To isolate the developing application from the particular SDK 
used we propose to use an interface that hides the particular implementation 
of each SDK. This interface is in a preliminary status. In this section we 
present the first results, that where introduced in [8]. 

This interface shows to developing application unique classes to access 
P/OSA interfaces, independently of which library used. In following sec­
tions we show a possible implementation of this interface. 

This interface can consists in a set of unique classes with different im­
plementations. This can be done in Java using abstract classes. The new 
developing application uses the abstract classes and depending on which 
SDK we want to use, we utilize an implementation or another. All particular 
details are encapsulated on each implementation. 

Following sections show this interface applied to the framework. There 
is an abstract framework class and two no abstract framework classes, one 
for each SDK. 

5.1 Framework abstract class 

The abstract classes contain a definition for all SDKs, These classes have 
the methods to access the P/OSA interfaces to be used by the application. 
Figure 1 shows a possible abstract class for the framework that contains the 
definition of few methods, it is not complete. They are some of the 
initialization and finalization steps methods. None of then is implemented, 
because the implementation depends on the particular SDK used. 

act. String i | 1 i 

act. void endAcce 

Figure 1. Framework abstract class. 

This abstract class defines a neutral framework. As we can see, there is 
not any constructor. The constructor task will be done by next classes. They 
create the framework object: a F r a m e w o r k A d a p t e r F a c t o r y (MI SDK) 
or a Fwproxy (EN SDK). This class only contains method definitions that 
apply on the created object. 

It is necessary to define more abstract classes for all those classes that 
exist in each Java library. For instance, when the framework is successful 
accessed, next step is to obtain the service manager. In MI SDK is a service 
dependent class ( U s e r L o c a t i o n A d a p t e r , M e s s a g i n g A d a p t e r , etc.) 
and in EN SDK is an I p S e r v i c e . 

5.2 ISG framework class 

When using MI SDK we actually want to use F rameworkAdap te r . 
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We define a class that inherits from the abstract class all its methods, it im­
plements them and adds the framework constructor. Figure 2 shows a possi­
ble implementation of the framework if MI SDK is used. 

public class ISGFramework extends Framework ( 

FrameworkAdapter fwISG; // ISG framework 

public ISGFramework{) ( // ISG constructor 
FrameworkAdapterFactory.createFrameworkAdapter{"Sample","psw"); 

) 
public String [) list Services() { 

return fwlSG.1 ist Services() ; // list the available ISG services 
) 
public void endAccess () ( 

fwISG.endAccess(); // releases resources used by the ISG framework 

public void destroy () ( 
fwISG.destroy 0 ; // disposes the ISG framework 

) 
} 

Figure 2. ISG framework class. 

As we can see, all general methods (abstract methods in framework class, 
Figure 1) use the particular methods defined in MI SDK. Most methods are 
very simple: they use MI SDK methods directly. For instance d e s t r o y 
method uses the d i s p o s e ISG method. Section 4.1.1 shows the MI SDK 
methods listed in Figure 2. Not all methods are so simple as shown, but to 
demonstrate the essence of this interface, this example is enough. 

5.3 NRG framework class 
public class NRGFramework extends Framework { 

FWproxy fwNRG; // NRG framework 

public NRGFramework () f // constructor 

Configuration. INSTANCE. loadC con figu ration.ini") ; 
fwNRG = new FWproxy (Configuration.INSTANCE) ; // NRG constructor 

} 

public String (] 1istServices () I 
return fwNRG.1 istServiceTypes() ; // list the available NRG services 

public void endAccess ()( 
fwNRG.endAccess(); // releases resources used by the NRG framework 

) 
public void destroy () f 

fwNRG.dispose(); // disposes the NRG framework 

Figure 3. NRG framework class. 

When using EN SDK we actually have to use Fwproxy. As previous 
class, we define a class that inherit from the abstract class all its methods 
and adds the framework constructor. Figure 3 shows a possible implementa­
tion of the framework class if EN SDK is used. 

5.4 The application 

The application corresponds to the developed application. This sample is 
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very simple and only creates the framework, then obtain an available service 
list, it shows them and finally release all sources. Figure 4 shows this simple 
application. 

(String[] args) ( 

amework object 
t; // list of avaliable 

fw = new ISGFranieworkC); // ISG framework creator 

serviceList = f w . l i s t S e r v i c e s ( ) ; // obtains the service list 
for (Int i-0; 1 < service!, ist. length; i + t) 

Systerii.out.println("Service =" + s e r v l c e L i s t ( i l ) ; // sho 
f w . e n d A c c e s s ( ) ; // releases resources used by the framework 
f w , d e s t r o y ( ) ; // disposes the framework 

Figure 4. Sample application. 

As we can see, only at the application beginning there is an explicit indi­
cation of which SDK we are using. Then, later the application doesn't care 
about that question. All methods used are those in the abstract class (Figure 
1), but when the application runs, the real methods used are those in the ISG 
framework class (Figure 2) if the MI SDK is used or the NRG framework 
class (Figure 3) if the NE SDK is used. 

6. CONCLUSIONS 

The objective of P/OSA is to open an interface network to third parties, 
to permit developing new applications and services. We have shown that it 
is very powerful to develop new applications that use the telecommunication 
networks, although those interfaces shield most of the detail and eliminates 
most effort, those interfaces are very complex, difficult and hard to use. 
Several SDKs exist that solve these obstacles. They permit to use the Java 
language, simplifying the portability of the applications. This fact permits 
the use of very different terminals and resources, expanding, in a wide way, 
the use and reuse of the developed applications. 

These SDKs have simulators that permit to develop application without 
accessing to a network. They can be done in a stand-alone way, without the 
difficulty that can add the fact to access a real network. 

Those tools have a disadvantage: they don't support all interfaces defined 
in P/OSA, but they are enough for developing and test most applications. 

We have shown the main steps that are necessary for developing an ap­
plication: initialization, main functionality and finalization. We have applied 
those steps to a sample application to two SDKs: Lucent - MiLife ISG SDK 
and Ericsson NRG SDK. We have developed two sample applications, one 
for each SDK. They are only different when accessing to P/OSA functional­
ity. So, it is necessary to develop an application for each SDK intended to 
use. To isolate the application from the particular SDK we propose to use an 
interface that hides the particular implementation of each SDK. 
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This interface is composed by a set of abstract classes that define a ge­
neric use of P/OSA and different implementations, depending on which 
SDKs want to be used. We have shown a partial implementation of this in­
terface and we have applied to a sample application to show their structure 
and use. The whole interface is more complicated than that shown in this 
document, but this one is enough to show its philosophy and the way to de­
velop applications. 

This is only a preliminary work. We are currently working to expand 
these results: extend the interface to the whole SDK and to cover more 
SDKs. It is expected that few parts of SDKs will be more difficult to imple­
ment than others, and that few SDKs will be more complex than others. Due 
to this reason, we cannot assure that we will be able to apply this interface 
to all existing SDKs. We are currently working on these problems and we 
will report our results in the future. 

ACKNOWLEDGEMENTS 

This work has been partly supported by the Spanish administration 
(AgentWeb project, TIC 2002-01336) and is being developed within 
VISNET (IST-2003-506946, www.visnet-noe.org), a European Network of 
Excellence, funded under the European Commission 1ST FP6 program. 

REFERENCES 

1. Ericsson NRG Simulator and Software Development Kit (SDK) 
http://www.ericsson.com/mobilityworld/sub/open/technologies/parlay/tools/parlay_sdk 

2. ETSI ES 202 915-1 Vl.2.1 (2003-08) Open Service Access (OSA); Application Program­
ming Interface (API) http://www.parlay.org/specs/index.asp 

3. MiLife"̂ ^ ISG SDK 3.0 Documentation. 
http://www.lucent.com/products/solution/0„CTID+2019-STID+10490-SOID+966-
LOCL+l,00.html 

4. Ard-Jan Moerdijk, Lucas Klostermann. Opening the Networkswith Parlay/OSA: Standards 
and Aspects Behind the APIs. IEEE Network. May/June 2003. 

5. Stephen M. Mueller. APIs and Protocols for Convergent Network Services. McGraw Hill. 
USA 2002. 

6. Object Manager Group, http://www.omg.org 
7. The Open API Solutions Application Test Suite 

http://www.openapisolutions.com/applicationtestsuite.html 
8. J. Polo, J. Delgado. An easy way to develop mobile and wireless applications. 7̂ ^ Int. Conf. 

Mobile and Wireless Communications Networks. To be published (Sep. 2005). 
9. The 3rd Generation Partnership Project (3GPP) http://www.3gpp.org/ 
10. E. Vanem et al. Managing heterogeneous services and devices with the device unifying 

service. Implemented with Parlay APIs. 8̂*̂  Int. Sym. Integrated Networks Manag., 2003. 
U .E . Vanem et al. Realising Service Portability with the Device Unifying Service using 

Parlay API. International Conference on Communications, 2003. 
12. J. Zuidweg. Next generation intelligent networks. Boston [etc.]: Artech House, cop. 2002. 

http://www.visnet-noe.org
http://www.ericsson.com/mobilityworld/sub/open/technologies/parlay/tools/parlay_sdk
http://www.parlay.org/specs/index.asp
http://www.lucent.com/products/solution/0�CTID+2019-STID+10490-SOID+966-
http://www.omg.org
http://www.openapisolutions.com/applicationtestsuite.html
http://www.3gpp.org/


IMPROVEMENT OF MPLS PERFORMANCE 
BY IMPLEMENTATION OF A MULTI-
AGENT SYSTEM 

Rana Rahim-Amoud, Leila Merghem-Boulahia, and Dominique Gaiti 
ISTIT, University of Technology of Troyes, 12 rue Marie Curie, BP 2060, 
10000 Troyes Cedex, France 

Abstract: Multi-Protocol Label Switching (MPLS) is a network layer packet forwarding 
technology that provides flexible circuit switched traffic engineering solutions 
in packet switched networks by explicit path routing. However, the actual 
weakness of MPLS resides in its inability to provide application-level routing 
intelligence, which is a fundamental component especially for voice delivery. 
In this paper we propose to introduce a Multi-Agent System (MAS) within the 
MPLS network to improve its performance. The introduction of agents takes 
place into the decision points in MPLS at the flow level, and distributes traffic 
based on the quality of service required by the type of traffic. We also propose 
an intelligent framework for network as well as an architecture of our agent in 
order to improve the efficiency of the Quality of Service (QoS) within MPLS. 

Keywords: MPLS; Quality of Service (QoS); Multi-Agent Systems (MAS); Artificial 
Intelligence (AI). 

1. INTRODUCTION 

The usage of the Internet has increased enormously in the last few years. 
At the same time, new real-time as well as non-real-time applications have 
emerged demanding for much improved Quality of Service (QoS) than the 
best effort currently proposed by the Internet. To adapt the network 
functioning to the requirements of these different types of applications, 
different networking solutions were proposed, such as the Integrated 
Services (IntServ)\ its Resources reSerVation Protocol (RSVP) ,̂ and the 
Differentiated Services (DiffServ) .̂ Other proposals, like Active Networks 



24 R, Rahim-Amoud, L Merghem-^Boulahia and D. Gaiti 

\4 (AN) , introducing an adaptive management plane which allows real-time 
configuration management^ and Multi-Protocol Label Switching^, each 
within its objectives, have all succeeded in introducing amelioration to the 
global functioning of the network. They, however, still face miscellaneous 
limitations. To overcome these limitations, it became essential to find a 
single solution which makes it possible to exploit, to the maximum, the 
advantages of the existing solutions while playing the role of an essential 
complement. The evolution of the networks is marked by a tendency towards 
the intelligence and autonomy, removing any kind of centralization of the 
decisions, and opening the doors towards self-management and self-
checking while ensuring the scalability, the adaptability and the survival of 
the networks. In line with this, recent research showed the effectiveness, the 
reliability and the robustness of the Multi-Agent System (MAS) for the 
dynamic management of complex and distributed systems. Our goal is to 
find the decision points in which we could introduce our intelligent agents, 
allowing as a result an improvement of the network performance and a 
satisfaction of users' requests. We chose for our study the Multi-Protocol 
Label Switching (MPLS) network which provides a set of services (Virtual 
Private Networks VPN and Traffic Engineering TE) in addition to the fast 
commutation that it allows between routers. 

The paper is organized as follows. We first introduce MPLS protocol, its 
weakness and the current researches around this area. We then propose to 
find the decision points. In section 4, we propose an intelligent framework as 
well as an architecture of our agent. Finally we make a brief conclusion. 

2. MPLS PROTOCOL 

MPLS^ is a new technology that associates labels with routers and uses 
these labels to forward packets by specifying the Forwarding Equivalence 
Class (FEC). FEC is a representation of a group of packets that share the 
same requirements for their transport. All packets in such a group receive the 
same treatment in the domain. MPLS domain contains two types of 
equipments LER (Label Edge Router) and LSR (Label Switch Router). The 
LERs are also called I-LSR (Ingress LSR) for the LSR that puts the label to 
an incoming packet and E-LSR (Egress LSR) to the one which removes the 
label from the outgoing packet to return it to its initial nature. LSR is a high­
speed router device in the core of the MPLS network. In practice, the labels 
are distributed from the initialization of the network, related to the network 
configuration and routing tables which are established by a classic protocol 
like IGP. The path between 2 LERs is called LSP (Label Switched Path). As 
opposed to conventional IP forwarding, in MPLS, the assignment of a 
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particular packet to a particular FEC is done just once, as the packet enters 
the network^. Many protocols can be used to distribute labels, LDP (Label 
Distribution Protocol)^ CR-LDP (Constraint based-LDP/ that is an 
extension of LDP and RSVP-TE (RSVP with Traffic Engineering)^^. LDP is 
a peer-to-peer protocol, while CR-LDP and RSVP-TE provide mechanisms 
for establishing end-to-end explicitly routed LSPs. 

2.1 The weakness of MPLS 

Currently the weakness of MPLS resides in its inability to provide 
application-level routing intelligence, which is a fundamental component 
especially for voice delivery^ \ Voice over IP (VoIP) is a critical application 
that requires intelligent routing alternation on the call level to prevent 
latency, delay, packet loss and jitter and this cannot be provided by MPLS. 
Adapting MPLS to VoIP traffic necessitates the distinction of different 
traffic types. Some solutions, which couple MPLS with DiffServ or RSVP, 
were proposed to solve MPLS limitations. According to^\ DiffServ over 
MPLS solution ''does nothing to solve the static route problem ofMPLS'\ If 
the QoS on a route degrades, MPLS plus DiffServ will not change the route, 
while it introduces complexity into the architecture. The implementation of 
RSVP with MPLS prevents an overbooking in the router from the 
start. However, RSVP ''is ineffective and impractical for solving the 
fluctuating demands of VoIF'^\ Even with these proposed solutions, MPLS 
remains unable to guarantee the QoS of incoming traffic, so it is very 
essential to find another solution. 

2.2 Current researches 

One of the critical research issues in MPLS is an efficient mapping of the 
traffic flows to LSPs. Such mapping provides an effective and efficient use 
of network resources and enables End-to-End QoS routing for real-time 
traffic. Having multiple LSPs for a destination is a typical setting which 
exists in an operational Internet Service Provider (ISP) network that 
implements MPLS technology. With multiple LSPs available for an egress 
node, the goal of the ingress node is to distribute the traffic across the LSPs 
by selecting the appropriate LSP from the available ones. Consequently, the 
network utilization as well as the network performance perceived by users 
are enhanced. According to this. Song et al.̂ ^ discuss Load Distribution 
Management (LDM). Their main goal is to enhance the network utilization 
as well as the network performance by adaptively splitting traffic load 
among multiple paths. An LSP for an incoming traffic flow is dynamically 
selected based on both the current congestion level, and the length of the 
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path in terms of the number of hops. LDM is intended for the best-effort 
traffic that does not impose any particular service requirement to the 
network. While LDM provides load-balancing solution and an efficient 
congestion control mechanism with increased utilization, it does not look 
into service differentiation for time-sensitive traffics like voice and video. 
Patek et al.̂ ^ propose a simple alternate routing (SAR) in order to make a 
dynamic routing for aggregate traffic. SAR is based on three different parts: 
congestion discovery, selection of alternate paths, and allocation of traffic 
along alternate paths. Border nodes are responsible for satisfying all these 
three parts. The goal in SAR is to reroute traffic around congestion. SAR 
supposes that the differentiated services of the incoming traffic are already 
done and treats only the second phase. These above solutions remain unable 
to satisfy and to guarantee the QoS required for incoming traffic. We 
propose to introduce a MAS within the MPLS network to improve its 
performance and to guarantee a differentiation of services of incoming 
traffic. So we begin by finding the decision points. 

3, DECISION POINTS 

The first step of our research is to find the decision points. Once found, we 
can add our intelligent agents within these points. 

3.1 The first decision point 

Let us examine what occurs in the entry of the MPLS domain. Different 
types of traffic flows arrive to the entry of the MPLS domain. The 
classification of the packets is done just at the entry of the domain by I-LSR, 
by assigning a particular packet to a particular FEC. Within the domain, 
there is no reclassification, packets are just switched. Currently the most 
usable criteria to build FECs is based on the destination address or the prefix 
of the destination address, by taking advantage from the aggregation of 
flows that have the same destination. Aggregation may reduce the number of 
labels which are needed to handle a particular set of packets. It may also 
reduce the amount of needed label distribution control traffic. However, it 
does not take into account the type of traffic. Echchelĥ "̂  has demonstrated 
by simulations with QNAP2 that the aggregation of different characteristics 
flows within the MPLS domain degrades the performances. Aggregation 
must be, consequently, based on the type of traffic and the required quality 
of service. In this paper we propose to introduce an intelligent agent on the 
level of each I-LSR router which is an efficient and a pertinent decision 
point. This agent will have as a role to examine the incoming flows and to 
create for each type of traffic a different FEC and consequently a different 
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LSP, even for traffics which have the same destination. As each E-LSR is at 
the same time an I-LSR for the packets forwarded in the opposite direction, 
then our intelHgent agent will be introduced on the level of each LER within 
the MPLS domain, and consequently we obtain a MAS (Fig. 1). MPLS, in 
conjunction with path establishment protocols such as CR-LDP or RSVP-
TE, makes it possible to set up a number of LSPs between a source-
destination pair̂ '̂ '̂ .̂ MPLS, with the efficient support of explicit routings 
enables assigning a particular traffic stream onto one of the available LSPs 
providing basic mechanism for facilitating traffic engineering. 

Figure 1. An intelligent agent is introduced on the level of each LER 

The purpose of the introduction of our intelligent agent is to examine the 
current state of the network as well as incoming flows to, firstly select the 
suitable algorithm to start at the suitable moment and secondly to change the 
parameters of the selected algorithm. 

3.2 The second decision point 

According to^, an LSR is capable of label merging if it can receive two 
packets from different incoming interfaces, and/or with different labels, and 
send both packets on the same outgoing interface with the same label. The 
MPLS architecture accommodates both merging and non-merging LSRs. In 
addition, MPLS contains procedures to ensure correct interoperation 
between them. To illustrate the importance of label merging, let us consider 
the example shown in Fig. 2. In the event that an LSR in the middle of the 
MPLS domain (R6) is merge-capable, the LSR simply acts as an Egress LSR 
to upstream neighbors and as Merge LSR to downstream neighbors^^.In the 
example (Fig. 2), if LSR R6 were merge-capable, it would perform 
aggregation of requests from upstream neighbors Rl and R2 thus reducing 
label consumption within the MPLS Network, the only condition is that the 
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flows must be in the same FEC. Furthermore, label merging causes a small 
delay because it is designed for delay-insensitive traffic. Our proposal is to 
introduce an intelligent agent on the level of the LSR R6 having for role to 
activate the merge-capable of R6 when traffic is not delay-sensitive and to 
deactivate it in other cases. As a consequence the two LSPs will be 
aggregated into only one LSP from the point of intersection of the two LSPs. 

Figure 2. LSP attribution before the introduction of the intelligent agent. 

4, AGENT AND MULTI-AGENT SYSTEMS 

4.1 Definition 

Agents and MAS are two innovative and interesting concepts for a great 
number of researchers in different domains such as simulation of road 
traffic ' , simulation of social phenomena ' , simulation of biological 
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phenomena ' , medical simulation , etc. According to , an agent is a 
physical or virtual entity having trends and resources, able to perceive its 
environment, to act on it and to acquire a partial representation of it. It is 
also able to communicate with other peers and devices, and has a behavior 
that fits its objectives according to its knowledge and capabilities. The most 
important thing is that agents can learn, plan future tasks and are able to 
react and to change their behavior according to the changes in their 
environment. A MAS is a group of agents able to interact and cooperate in 
order to reach a specific objective. Agents are characterized by their 
properties that determine their capabilities. Different properties are defined 
like autonomy, proactive-ness, flexibility, adaptability, ability to collaborate 
and coordinate tasks and mobility. According to its role within its 
environment, the agent acquires some of these properties. 

4.2 Agents and Multi-Agent System Architecture 

Agents can be reactive, cognitive, hybrid or adaptivê '̂ '̂ '̂̂ ^ Reactive agents 
are suitable for situations where we need less treatment and faster responses 
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(actions). Cognitive agents, on the other side, allow making decisions and 
planning based on deliberations taking into account the knowledge of the 
agent about itself and the others. Adaptive agents can adapt their actions and 
parameters to the changing situations. Hybrid agents are composed of 
several concurrent layers. Our approach is based on the architecture 
developed in^ .̂ In this architecture, two levels of agents are defined: the first 
one is composed of one agent called Master Agent which is a cognitive 
agent while the second one is composed of several reactive agents: LDP 
agent. Aggregation Agent, Queue Manager Agent, Routing Agent, 
Admission Controller Agent, etc (Fig. 3). 
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Figure 3. Two levels MAS architecture 

The Master Agent observes the current router conditions and chooses the 
most appropriate protocols to the other agents under its responsibility. Each 
agent of level 0 has a set of protocols dedicated to the task it is in charge of. 
For example, LDP agent establishes some rules for selecting which label 
distribution protocol (LDP, CR-LDP, RSVP-TE...) to use under which 
circumstances. Deciding on what protocol is the most appropriate (and 
which must be adopted) will depend on the current QoS measures (loss, 
delay and jitter). In fact, there is no protocol giving optimal performance 
whatever the network condition. Hence, the need to adapt the current 
protocols to this new situation. Each Master Agent possesses a set of rules 
allowing to select the appropriate protocols to activate, and therefore to 
select the best actions to execute. These rules give the node the means to 
guarantee that the set of actions executed, at every moment, by its agents are 
coherent, in addition to be the most relevant to the current situation^^. In 
order to minimize conflict situations, rules are organized in separate modules 
following the task they are interested (Fig. 3 shows an example). 
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4.3 Actions of the Master Agent 

The actions of the Master Agent may consist in: 

• letting the protocol running: this occurs when the protocol is still relevant 
to the current conditions; 

• modifying the internal functioning of the protocol: this modification 
appears by updating the parameters on which the protocol depends; 

• inhibiting the protocol: the inhibition happens when this protocol becomes 
useless regarding the current node's situation and rules; 

• activating the protocol: the activation takes place if the Master Agent 
considers that this protocol is appropriate to the current node conditions. 
This activation may be accompanied by the inhibition of other protocols 
to avoid the coexistence of contradictory protocols. 
The actions undertaken by the node have local consequences but may 

influence the decisions of the other nodes. In fact, by sending messages 
bringing new information on the sender node's state, a receiver's Master 
Agent rule may be triggered. This can involve a change within the receiver 
node (the inhibition or the activation of a protocol, etc.). This change may 
have repercussions on other nodes, and so forth until the entire network to be 
affected. This dynamic process aims to adapt the network to new conditions 
and takes advantage of the agents' abilities to alleviate the global system. 
We argue that these agents will achieve an optimal adaptive management 
process because of the following two points: (1) each agent holds different 
processes (protocols and adaptive selection of these protocols) allowing to 
take the most relevant decision at every moment; (2) the agents are 
implicitly cooperative in the sense that they possess rules that take account 
of the neighbors' state in the process of protocols' selection. 

5. CONCLUSION 

In this paper, we proposed to introduce a MAS within the MPLS domain 
in order to improve its performance. One of the step consisted of finding the 
decision points into MPLS which are especially identified on the entry of the 
domain on the I-LSR routers. The MAS is then situated into these decision 
points. The MAS has as role to set up multiple LSPs between an ingress-
egress pair, and to distribute dynamically the incoming traffics to these 
LSPs. Traffics are distributed basing on their type and the required QoS. A 
basically two-layers architecture of MAS is also proposed in this paper. This 
architecture aims to dynamically select the appropriate protocol following 
the current QoS parameters. As future work, we intend to improve our 
architecture, to define our adaptation rules and to make a testbed. 
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Abstract The use of mobile telecommunications devices for commercial transactions, 
called mobile commerce (m-commerce), has been an emerging trend since the 
late 1990s. A killer application of m-commerce is Location Based Services 
(LBS). A host of new location-aware applications and services are emerging 
with significant implications for the future of m-commerce. The early stage 
infrastructure for enabling these services is just now reaching the commercial­
ization stage. Strategic thinking in this area is rudimentary - there is not a clear 
understanding of issues associated with location services, such as business mod­
els. In this paper, we examine the technologies, applications, business models, 
and strategic issues associated with the commercialization of LBS, and give an 
outlook for future LBS development. 

Keywords: Location Based Services, Mobile Commerce, Business Models 

1. Introduction 

Since the technological convergence of the Internet and mobile telecom­
munications networks in the 1990s, these technologies together have created 
the platform for a raft of mobile data services, including business-to-consumer 
(B2C) applications for financial services, gaming, email and news, and business-
to-business (B2B) applications for tele-working, logistics, field sales and after-
sales servicing. Worldwide, revenues from mobile (m-) commerce i.e., trans­
actions over wireless telecommunications networks are expected to exceed 200 
billion dollars by 2005. 

A new type of m-commerce represents the "killer" application: applications 
that take the user's location into account in order to,deliver a service (Vander-
Meer, 2003). Examples of such "location-based services" (LBS) include those 
that identify nearby locations, such as when a cellular telephone user seeking 
information about restaurants is provided only the set of choices in the imme-
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diate vicinity. In the next stage of e-commerce and m-commerce development, 
location-based services (LBS) are expected to play an increasingly important 
role in helping to differentiate one service provider from another (Van de Kar 
et al., 2001). For this reason, this paper provides an overview of this emerging 
class of mobile services, examining the LBS market potential, its technolog­
ical bases, the potential services, the industry value chain and likely business 
models, significant policy issues, and potential future directions. 

2. Location Based Services 
A wide range of services that rely on users' location information have been 

conceived, although the markets are not yet mature. The main point is to re­
member that location is simply a useful bit of data that can be used to filter 
access to many types of geo-graphical information services (GIS). There are 
numerous ways to exploit location to provide more relevant information, or 
derive new services. It can be particularly powerful when combined with other 
user profile to offer personalized and location sensitive responses to customers 
(Searby, 2003). Van de Kar et al., (2001) distinguishes between emergency 
services, mobile operator services, and value-added services (VAS), focusing 
on the latter category as the primary e-commerce opportunity. 

Table 1. Location based service applications 

Location-Based Service 
Information/directory services 

Tracking services 

Emergency services 

Navigation 

Advertising promotions 

Application 
Dynamic yellow pages that automatically informs customer 
of location of nearest parking facilities, restaurants, etc. 
Travel, show, dinner reservations. Concierge services. 
Tracking of children by parents. 
Locating lost pets. 
Locating friends in a geographic area. 
Tracking stolen cars. 
Tracking assets. 
Roadside assistance. 
Search and rescue missions. 
Police and fire response. 
Emergency medical ambulance. 
Route description. 
Dynamic navigational guidance. 
Traffic status in the area. 
Wireless coupon presentation, targeted ads, and promotional 
messages keyed to the location. 
Promotional alert when a sale of a desired product takes place 
Customer identification in a store or a neighborhood. 

In the VAS category, they describe a number of different service areas, in­
cluding information, entertainment, communication, transaction, mobile office 
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and business process support services. D'Roza et al., (2003) classify services 
into two broad categories: those that are requested by users once their location 
is determined, and those that are triggered automatically once a certain condi­
tion is met (e.g. a boundary is crossed). We might consider the former set to be 
"pull" services and the latter to "push" services. In addition, they also identify 
five groups of application areas: communication, fleet management, routing, 
safety and security, and entertainment. We can also classify services according 
to whether they apply to consumers, business customers, or employees in a 
firm. Some of the most commonly discussed services are briefly described in 
Table 1. 

3. Location Positioning Technologies 
One or more location methods can be used to determine the position of user 

equipment for LBS. It is also possible to distinguish between methods that are 
most useful inside and outside buildings. Leading candidates for indoor loca­
tion identification include short-range radio, such as Bluetooth, and infrared 
(IR) sensors (Barnes, 2002). For example, developers could use Bluetooth or 
IR to build an automatic tour-guide system, such as for an art gallery; as the 
tourist with a suitably enabled PDA device moves into range of a piece of art­
work, it could send out a signal that automatically displays information related 
to the artwork on the screen (Tseng et al., 2001). However, interesting though 
this is, the focus is on roaming, location-aware technology used largely out­
side buildings. For a detailed examination of the benefits and applications of 
short-range wireless technologies, see (Barnes, 2002). 

Location techniques operate in two steps-signal measurements and location 
estimate computation based on the measurements which may be carried out 
by the user equipment or the telecommunications network. Subsequently, po­
sitioning techniques can be categorized into several varieties, each with its 
advantages and disadvantages. The main types are cell-location, advanced 
network-based, and satellite-based positioning. Three of the main categories 
of positioning methods are shown in Table 2, in order of increasing accuracy. 

4. LBS Value Chain and Business Models 
There are different players that may be involved in bringing location-based 

services to the market. Among the parties involved are: 

• Geographic information service (GIS) and other content providers who 
offer a range of mapping services and geographically oriented content, 
often accessed via a server known as a geoserver. 

• Service providers who aggregate GIS and other content to create ser­
vices. 
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Table 2. Location based service applications 

T/pe 
COO 

GPS 

WLP 

Methodology 
Network-based technology. 
Base stations use RF signals 
to track mobile devices. 

Handset-based technology. 
24 low orbit satellite network. 
Triangulation used to determine 
exact location. 

Positioning methods by using 
UWB, RFID, WLAN etc. 

Advantages 
Relative widespread 
infrastructure 
No handset modification 
required 
Rapid implementation 
and low cost. 
Outdoor precision 
within 5 meter range. 
No dependent on the 
network. 

Positioning precision could 
reach less than 1 meter. 
No need for expensive 
network infrastructure. 
No need using mobile 
operators' resources, 
such as frequency. 

Disadvantages 
Hard to pin down 
user's extract location 
to a few meters 

Expensive. 
User device must 
be in direct line 
of sight. 
Device needs special 
embedded chips 

• Application vendors who package services for mobile operators. 

• Location middleware providers who provide tools to facilitate mobile 
operators' use of various applications from different providers. 

• Mobile operators who manage the infrastructure, collect the position 
data, offer the service to the end subscribers, and perform billing and 
collection services. 

• Location infrastructure providers who sell the mobile location centers 
and other hardware and software to network operators. 

• Handset manufacturers who sell devices capable of interacting with LBS. 

Each of these parties stands to earn revenue from location based services, 
but the whole value chain requires standard data formats and interfaces to work 
effectively (Spinney, 2003). If each individual application has its own propri­
etary format, the costs to launch a suite of services for consumers would be 
prohibitive for mobile operators. 

The business models for LBS will most likely vary considerably across ser­
vices. Sources of revenue for service providers may include subscription fees 
for a bundle of service available via a portal, subscription fees for specific ser­
vices, advertising, connection and airtime fees, fees for content, transaction 
fees or margins on the price of products ordered (D'Roza et al., 2003; Sadeh, 
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2002). In some cases, such as for emergency 911 services, the operators may 
collect revenue to pay for the services through regular phone subscription fees. 
Another source of revenue may come from businesses that pay a fee in or­
der to be included in location-based business directories, even if the service 
does not include any push-based advertising. Indeed, many privacy advocates 
have expressed opposition to the use of advertising that is pushed to the client, 
rather than specifically requested, suggesting that this is unlikely to be a viable 
revenue stream. 

Most likely, LBS will use various combinations of revenue models. For 
example, customers may be offered the choice between advertiser and non-
advertiser supported services, with the former provided at no cost and the latter 
provided for a fee. 

In addition, many location-based services will be offered as a business ser­
vice to companies, targeting their employees. In these cases, the service will 
resemble something like a private network, with bulk or volume discounts of­
fered to large business clients. Individual employees will not be charged. For 
firms, the motivation will be to enhance employee productivity and make par­
ticular business processes more efficient. Some analysts, in fact, believe that 
this will be the primary early market for location-based services. 

5. Commercialization Issues 
Mobile commercialization of location based services to increased revenues 

and profitability depends on how the different players in the value chain resolve 
the key strategic commercialization issues they are facing. These issues in­
clude the selection of the underlying location-aware technology, ownership of 
the location data, interoperability, and mitigating privacy concerns. We briefly 
highlight these issues in this section. 

Privacy 
Privacy handling is a major issue in LBS deployment and provision and 

a critical success factor to the wide acceptance of this technology framework. 
The terms privacy handling consolidate issues like ownership of location infor­
mation, use of location information, disclosure to service providers, etc. Skep­
ticism arises as to where and how privacy handling should take place within 
the LBS provision chain. Existing proposals from operators and standard­
ization bodies specify a priority scheme whereby the core network elements 
(e.g.. Home Location Registers) have master control on location information. 
The provision/disclosure of such information to other entities (e.g., location 
servers, LBS serving nodes, ASPs) is subject to subscriber needs (e.g., regis­
tration information) and regulatory frameworks. 
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Economic Control of Location Information 

In the value chain for the provision of location-based services, depending 
upon which method of determining location is used, service providers may be 
dependent upon cellular network operators for access to customers' location 
data. If the network operator had a competing location-based service, then 
they may have an incentive to either not make this information available, or 
to make it available on terms that place the competing service provider at a 
disadvantage. Policy makers will need to make clear exactly what the obliga­
tions are for the provision of location data, in addition to ensuring that I formed 
consent is enforced. 

Analysts have also cautioned network operators to avoid the "walled garden" 
approach to location-based service provision. Operators might be lured by 
the opportunities for a larger share of the revenue if they provide their own 
restricted and branded set of services to users. Experience with WAP portals, 
and earlier generations of information services suggest that this strategy will 
fail. On the other hand, the fastest growth of wireless data services appears to 
be in Japan's iMode system, which does not restrict customers' access to third 
party services that are independent of the operator's brands (FCC, 2001). I-
mode also offers a full complement of location-based services known as i-area 
(Spinney, 2003). 

Quality of Service 

Operators have chosen different methods for determining location, and with 
varying costs and accuracy. Some location-based services may require more 
accuracy than others (Adusei et al., 2004). For example, driving directions may 
require an accuracy of 30 meters, while location-sensitive billing or mobile 
yellow pages may only need to locate a user within a range of 250 meters 
(Spinney, 2003). Moreover, if operators are using a GPS solution that requires 
a minute or more for the time to first fix, then such delays might result in quite 
inaccurate positioning in fast moving vehicles. Customers may not be able to 
obtain the requisite quality of service on a particular provider's network. 

A more serious quality of service issue faces service providers who use the 
unlicensed spectrum. The introduction of wireless LANs in public settings, 
with fee-based access, creates an expectation for a certain quality of service. 
However, service providers might have little control over others' use of the 
same spectrum in that area, since it is unregulated and services might suffer 
from interference. 

Another related issue is the extent to which location-based services will in-
teroperate with different user terminal equipment. If a user roams, for example, 
to another state, region, or country, will their terminal equipment still be able to 
work with the available network infrastructures to determine location and pro-
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vide LBS? Manufacturers and operators are working together in the Location 
Interoperability Forum to help avoid fragmented supply of services. 

Interoperability 
We have seen previously that there is an almost bewildering variety of tech­

nologies, devices, networks and location-sensors, upon which location-based 
experiences might be developed. Our third major technical challenge is there­
fore interoperability. Interoperability of networks is a key issue, including 
roaming between different network providers and eventually exploiting mul­
tiple network technologies and/or architectures within a single experience, for 
example, simultaneously using cellular telephony to communicate with remote 
servers and peer-to-peer Bluetooth connections in order to communicate with 
other users nearby. Similarly, it makes sense to combine multiple location-
sensing technologies so that they reinforce one another, an approach known 
as sensor fusion. Given that such heterogeneity is likely to be a feature of 
location-based experiences, it is important to develop suitably flexible middle­
ware to support application developers in a 'pick-and-mix' approach to com­
bining devices, networks and sensors. 

6. Future Directions 
It may seem a bit premature to discuss the future of the location-based ser­

vice industry given its relative state of immaturity. Nonetheless, the extensive 
work in the computer science community on pervasive and context-aware com­
puting further suggests that future systems will incorporate more than location 
information and data drawn from personal profiles in the provision of services. 
Rather, embedded sensors are likely to enrich the services with a wide range of 
additional context data. Additionally, the proliferation of unlicensed wireless 
and the rapidity with which both wireline and cellular operators have moved to 
integrate 802.1 lb options into their portfolio of services suggests that conver­
gence across between indoor and outdoor systems is likely to occur. 

Convergence Between Location Sensing Technologies 
As WiFi systems proliferate, it is possible that they may supply many LBS 

simply by virtue of being able to assume that connected parties are within range 
of a particular base station. This may threaten the viability of some services 
offered by mobile operators, since increasingly, WiFi hotspots are either free 
or very low in cost. On the other hand, seamless provision of location and 
context-aware services require a mix of technologies (Spinney, 2003; Unni et 
al., 2003). A consumer may initiate a request from his or her car for all busi­
nesses in the local area using a GPS equipped PDA or cellular phone. The 
service provider may provide navigational services to direct the consumer to 
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the appropriate location. Upon entering the business, a local WiFi network 
may provide additional information, and guide the consumer to their desired 
product. Some method for handover of such applications is needed, without 
requiring consumer to re-input product preferences. Spinney (2003) discusses 
handover methods that rely on both the location of the mobile phone user and 
the location of the indoor "hotspot," He further sees future handsets incor­
porating both cellular and 802.11 capabihties. These connections need to be 
seamless and without effort, especially if users are paying for access to ser­
vices. 

Many applications lose their value if customers, or business users are out 
of reach once they enter indoor environments. For this reason, we may see 
greater efforts to integrate applications across the variety of technologies for 
location-based services. 

Context Awareness 

Up to now, most service providers are focusing their attention on location 
as the primary type of information to use when customizing services for sub­
scribers. However, researchers active in the area of mobile computing con­
sider location to be only one aspect of a users' context. Over the past decade, 
computer scientists have been exploring a variety of ways to make computer-
based applications sensitive to location as well as other contextual information 
(Hightower et al., 2001; Schmidt et al., 1999). Context may include both user 
provided profile information, as well as other aspects of context that may be 
detected by the system. 

Some of the research on context-aware computing has quite direct impli­
cations for e-commerce. First, much of the research has been completed in 
indoor environments, using such location and context detection technologies 
as infrared, ultrasound, and low power radio (Schmidt et al., 1999). Hence, 
it has the potential to fill in an important gap in the coverage afforded by 
GPS and some public cellular network-based location services. Unlike straight 
wireless LANs, which generally do not determine the location within a build­
ing or room, these systems do provide precise positioning indoors. Retailers, 
for example, may be interested in helping shoppers find products once they 
are already inside malls or stores, and providing highly local navigation aides 
(Schmidt et al., 1999). Depending upon the granularity of the position detec­
tion, as well as user preference information, changing information could be 
provided to PDAs as shoppers moved about a store or mall. Such systems have 
obvious application in museums and other tourist areas. 

Other types of context information may come from sensors deployed on 
machines. Automotive firms talk about "telematic services" as including data 
about the state of particular components on vehicles, such as their need for 
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repair. This information can be sent from vehicles to car dealers, setting up 
preventative maintenance appointments prior to breakdowns. 

7. Concluding Remarks 
Our overview of location-based services reveals that the market potential 

is thought to be significant, driven in part by the deployment of automatic 
location identification systems for emergency response. There are, however, 
significant barriers to overcome. Technological barriers result from the diver­
sity and cost of approaches to location determination, creating a complex set of 
choices for operators and potential interoperability problems that, if unsolved, 
are likely to stifle development. There are many exciting services under devel­
opment, and some have been operating successfully in such markets as Japan 
for several years. Innovative applications such as location-based games have 
achieved a following in Sweden and been introduced into other markets. De­
spite the promise of LBS for consumers, however, privacy concerns, quality 
of service problems, fair access to location information, and the lack of stan­
dards for technology and service providers may hinder market development 
and represent critical policy issues to be resolved. Finally, in the area of po­
tential future directions, it is evident that location is merely a starting point for 
personalization and context-aware services that use other relevant information 
when constructing service offers. Moreover, the rapid deployment of alterna­
tive wireless technologies, such as Wireless Fidelity (WiFi or 802.11) is both a 
threat and an opportunity for cellular operators, and will likely shape the future 
development of LBS. 
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Abstract. In the Internet, the traffic crosses between two to eight autonomous 
systems before reaching its destination. Consequently, end-to-end quality of 
service requires provisioning across more than one domain. This paper pro­
poses a new scheme for introducing MPLS technology into an inter-domain en­
vironment. Results obtained using the OPNET simulation platform show that 
extending MPLS across AS boundaries can improve the QoS perceived by the 
end users. This means that inter-domain traffic engineering is a promising solu­
tion for a QoS aware Internet. 

1 Introduction 

For economic reasons, the Internet backbone is the transport network chosen 
by current and future generation service providers. The foreseen applications 
have different quality of service (QoS) requirements, in particular regarding 
availability, delay, jitter, packet loss, etc. It is the job of network operators to 
assure an adequate support for these applications. They will need to guarantee 
various levels of QoS to dissimilar traffic flows, while maintaining their own 
profitability. Numerous architectures have been proposed, or even imple­
mented, in order to increase revenues by maximizing network utilization. But, 
providing a guaranteed QoS while preserving earnings is a complicated task 
and remains an open issue. 

When speaking of guaranteed QoS, the most important concern is the QoS 
perceived by the end users. This means that the QoS and application require­
ments listed above need to be sustained end-to-end, from one user terminal to 
the other user terminal. It is also known that traffic usually traverses more than 
one domain in the Internet before reaching its destination (between two to eight 
domains) [8]. Therefore inter-domain traffic engineering mechanisms are es­
sential in order to achieve end-to-end QoS guaranties. 

http://www.larim.polymtl.ca/
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Providing end-to-end QoS is one of the most important challenges in the Internet. 
The Internet is composed of about 13000 distinct domains [3], each belonging to a 
different company or ISP. These domains are under different administrations and are 
called autonomous systems (AS). An AS is a set of routers functioning under the 
same administration. 

The inter-domain traffic engineering difficulty in the current Internet architecture 
is caused by the various QoS policies enforced with often a different definition or 
implementation from one domain to the other. Moreover, topology and link state 
information is essential for effective inter-domain traffic engineering; but for scalabil­
ity and privacy reasons the Border Gateway Protocol (BGP) does not propagate this 
information. 

The literature proposes different methods for performing inter-domain traffic en­
gineering [3], [4], [2], [11], [7], [9]. Some of these techniques, e.g. BGP traffic engi­
neering, are already in use in the Internet. Others, such as inter-domain LSP (Label 
Switched Path) setup or community attribute extensions, are pending proposals at the 
IETF. BGP traffic engineering is performed by tuning route advertisements. Such 
tuning mechanisms have their limitations. They are trial and error based, give little 
control over the end-to-end path taken, lack optimality and have no notion of QoS. 
The other proposed technique, inter-domain MPLS, is more useful in controlling the 
traffic, but is not fully defined. It still does not specify how to maintain an end-to-end 
control over the traffic. This work consists in the description of a method for deploy­
ing end-to-end LSPs based on already proposed extensions to RSVP-TE for a similar 
purpose [9]. In this work, we study the usefulness of end-to-end LSPs by means of 
simulation results in OPNET. Section 2 gives a brief review on related works regard­
ing the RSVP-TE extensions. Section 3 introduces the proposed mechanism for end-
to-end inter-domain LSP setup. Section 4 presents the simulation model and results. 
Finally, section 5 concludes by presenting related future works. 

2 Background and Related Work 

Multi-Protocol Label Switching (MPLS) [10] is a packet forwarding framework that 
performs label switching between layer 2 and layer 3 protocols in the OSI model. The 
original benefit of MPLS was faster packet forwarding, which nowadays is achiev­
able by more advanced hardware. These days MPLS is mostly used for traffic engi­
neering purposes, to deliver QoS and differentiated services, to offer Fast-Reroute 
resiliency mechanisms, and to support virtual private networks (VPN). If the MPLS 
framework is extended beyond a single domain, the technology can be very useful for 
inter-domain traffic engineering and end-to-end QoS provisioning. The inter-domain 
extension of MPLS essentially involves the signaling protocol used for the exchange 
of information between MPLS nodes during LSP setup. Many proposals are made in 
the literature regarding inter-domain MPLS. Inter-domain LSP setup using bandwidth 
management points is proposed by [7], but because of its revolutionary nature it is not 
a pragmatic method in today's Internet. A practicable traffic engineering mechanism 
designed for the current Internet should allow a smooth migration of the existing 
technologies towards the proposed one. This can be achieved more easily if the pro-
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posed method is an extension to already operating mechanisms. The inter-domain 
MPLS proposal with RSVP-TE extensions [9] is a method that should consequently 
be considered. The choice of RSVP-TE in this work can be explained by the fact that 
it is the most popular and mainly implemented signaling protocol for intra-domain 
MPLS deployment. 

2.1 Intra-domain MPLS versus Inter-domain MPLS 

In a MPLS network, Fig. 1, the packet is only routed once at the ingress LER (Label 
Edge Router) where it receives a label. It is then forwarded through the network fol­
lowing the LSP assigned to its label. At each LSR (Label Switched Router) the label 
is swapped with another label of local significance (local to the node). When the 
packet emerges at the egress LER, the last label is removed and the packet is for­
warded to its destination with normal IP, or towards its final destination via another 
network. In each node, packets assigned to a given label belong to the same FEC 
(Forwarding Equivalence Class). A FEC is a logical entity that designates a group of 
packets undergoing equivalent forwarding in a given node. During normal IP opera­
tion, for each possible next hop, a router usually creates a different FEC. With MPLS, 
other more advanced criteria can be used to designate a FEC. Criteria such as source-
destination address pairs and destination address-ToS pairs are such examples, leav­
ing lots of flexibility for traffic engineering in MPLS networks. 

Fig.l: MPLS network 

Several requirements for inter-domain MPLS deployment are discussed in [12]. 
First there is the service providers' need to keep internal resources and intra-domain 
LSP paths confidential. This implies that global topology information is not available 
for inter-domain LSP setup. Another requirement for the proposed inter-domain 
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MPLS mechanism is scalability, in terms of IGP flooding, BGP message exchanges, 
and signaling extensions. Nonetheless, the usual goals of intra-domain MPLS traffic 
engineering must be met. These fundamental MPLS goals are 

• Support of end-to-end quality of service mechanisms 
• Optimization of network resources 
• Fast failure recovery methods 

2.2 RSVP-TE 

In RSVP-TE [1], RSVP [5] is enhanced to enable routers supporting both RSVP and 
MPLS to associate labels with RSVP flows. To support MPLS, RSVP-TE introduces 
new objects that will be carried inside RSVP Path and Resv messages. The 
LABELREQUEST object is carried inside a Path message initiated by the LSP's 
ingress LER. Its purpose is to request the egress LER to initiate a reservation and 
establish an LSP along the path followed by the Path message. The egress LER as­
signs a label to the LSP that is being created. It then puts that label in the LABEL 
object of ?i Resv message and sends it to the next node upstream. At each node, a local 
label is assigned to the LSP, the LABEL object is updated and sent to the next node 
upstream. This procedure ends at the ingress LER, the LSP being created in this way. 
RSVP-TE also introduces two other important objects for traffic engineering pur­
poses: the Explicit Route Object (ERO) and the Record Route Object (RRO). These 
objects are used to allow the LSP to be established along a predefined route rather 
than the one determined by the IP routing protocol. The predefined route can be cal­
culated by different means, e.g. using manual configuration or by a PCE'. The explic­
itly routed LSP could be used to avoid congested routes, to take disjoint routes during 
fault recovery mechanisms, or simply to offer the required QoS. 

2.3 Extensions to RSVP-TE 

In [9], the authors extend the use of RSVP-TE for the deployment of inter-domain 
LSPs. The goal of the authors is to provide recovery mechanisms for inter-domain 
link failures, but their method can be refined for the purpose of end-to-end LSP de­
ployment and QoS provisioning. They propose extensions to RSVP-TE that fulfill 
both the confidentiality and LSP protection requirements. In addition, their method 
does not disturb the already in place inter-domain routing and signaling protocols. 
Their LSP establishment method is discussed in the following paragraphs. 

For the establishment of intra-domain LSPs, the LER that sets up the LSP tunnel 
has topology information obtained from the IGP protocols. However, for inter-
domain LSPs, the source of the LSP does not have detailed inter-domain topology 
information. The only information the source router has is on its own domain, ob­
tained by its IGP, along with the route information distributed by BGP. Hence, the 

' The Path Computation Element concept is being defined at the IETF by the PCE Working 
Group 
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source LSR or PCE cannot determine a complete path for the LSP to the destination 
AS. Moreover, prior to the establishment of the LSP tunnel, the ingress router does 
not know the IP address of the remote egress router. At this point, the only informa­
tion the ingress router has is the destination's address prefix and AS number. 

To answer this problem, [9] proposes the establishment of inter-domain LSPs 
based on a destination prefix, or on an AS number and a prefix. For the first case, the 
LSP is created by forwarding a Path message through the network until reaching an 
LSR with an IP address that matches the prefix. The second case consists again in 
forwarding a Path message on the basis of the destination prefix until reaching an 
LSR that is part of the specified AS. 

It should be noted that the prefix or AS and prefix information are necessary to 
send the first Path message. However upon the reception of the first reservation mes­
sage, the egress IP address is obtained. It is possible to use this IP address to establish 
future LSPs to that destination, for backup or load balancing purposes. 

Fig. 2 shows an example of the further extension to RSVP-TE that answers the 
confidentiality requirement of inter-domain MPLS deployment. Here LER Rll of 
ASl wants to create an LSP towards AS3. It sends a Path message towards that des­
tination but also needs to record in the RRO object the route followed by that LSP. 
However, recording the complete path of the LSP violates the confidentiality re­
quirement of each AS to keep its internal routing information private. The proposed 
method [9] consists in aggregating the RRO object in such a way that the only infor­
mation an AS will divulge about itself is its entry router, its number and its exit 
router. Table 1 explains Fig. 2 by showing the contents of the RRO object at each 
point along the LSP. Point 4 demonstrates how the LER R21 of AS 2 is marked as the 
entry point. Point 7 shows how the exit point of AS2, R23, performs RRO aggrega­
tion and hides all the information back to the entry point R21. The source LER, Rl l , 
can send subsequent Path refresh messages with an ERO containing the path re­
corded in the RRO. At the entrance of each AS, the ERO will be updated with the 
RRO of that path-state, containing the information confidential to the AS, which was 
recorded in the entry LER. 

Table 1: Path message at different instances in Fig. 1 
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Fig.2; RRO aggregation 

3 Proposed Mechanism for End-to-end LSP Setup 

To provide an actual end-to-end QoS, the access network which connects the user 
terminal to the Internet must also be considered. But due to the heterogeneity of ac­
cess technologies our contribution covers the end-to-end path, up to the last AS, ex­
cluding the access network itself. The reader should note that an actual end-to-end 
mechanism should also cover the access network of the user terminal. Nevertheless, 
we suggest extending the proposed end-to-end LSP method to the IP operating access 
networks, in order to support the traffics considered. 

To assure the QoS in an inter-domain environment, we use LSPs that cover the 
end-to-end path of the traffic. The path taken by the LSPs can be optimized using 
LSP optimization techniques present in the literature [6]. For end-to-end LSPs cross­
ing many domains, this optimization can be performed in a distributed fashion by 
each AS or by designated PCEs. 

For establishing inter-domain LSPs, we make use of the already explained exten­
sions to RSVP-TE [9]. In our suggested mechanism, the head end LER would first 
give an end-to-end label to the LSP (from the global-LSP subset of its label space), 
on top of which it would place another label (from the local-LSP subset of its label 
space). As shown by Fig. 3, at each AS, the packet would be forwarded with a label 
of minimum depth two [8]. The label at depth 1 will be used to identify the packet as 
being on an inter-domain LSP. The label at depth 2 will be the actual inter-domain 
label. In doing so, we intend to propose a differentiation inside the label space used 
by packets following only the traditional intra-domain LSP and packets following an 
inter-domain LSP. This differentiation, or packet classification, shall be useful for 
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fliture MPLS based inter-domain traffic engineering techniques such as protection, 
recovery, security, etc. 

Packet 

L1 = anything but 4 or 5 Packet 

L2 = intra-domain label L1 = 4 Packet 

L2 = inter-domain label L1 = 5 Packet VA 

Unlabled IP packet 

MPLS labled IP packet (what is done 
today) 

Inter-domain labeled packet, crossing 
an intra-domain section of the end-to-
end LSP 

Inter-domain labeled packet, crossing 
an inter-domain section of the end-to-
end LSP 

Fig.3: Inter-domain labels (Level 1 and Level 2 labels) 

Upon receiving an unlabeled packet, the ingress LER uses the FEC to forward that 
packet. This decision consist in forwarding with plain IP, i.e. no QoS; along an intra-
domain LSP, i.e. leaving part of QoS decisions to further ASs encountered along the 
way; or through an end-to-end inter-doxmm LSP, i.e. providing end-to-end QoS. If 
the ingress LER decides to label the packet, it will use the FTN^ to map the FEC to an 
NHLFE^ Using the information in this NHLFE, it will perform forwarding decisions 
on the packet. If the incoming packet is already labeled, the ILM^ will be consulted to 
forward the packet. In both cases, the labeling will be performed as follows: 

• In the case of an LER that does not support inter-domain MPLS, the labeling 
will be done as described in [10]. 

• In the other case, the label at level two will be the actual value of the label, while 
the label at level one will be set to: 

^ 4, if the packet is on the intra-domain part of an inter-domain LSP 
^ 5, if the packet is on the inter-domain part of an inter-domain LSP 

4 Simulation Model and Preliminary Results 

Our simulation model consists in the implementation of inter-domain LSP scenarios 
in OPNET modeler 10.5. Fig. 4 shows our network model. This network consists of 
four ASs. The host appHcations are located in Montreal, connected to AS 1, and 
Washington D.C., connected to AS 3. AS 1 can transmit to AS 3 through the path AS 
1->AS 2 ->AS 3 or through the path AS 1->AS 2->AS 4->AS 3. IGP/BGP routing 
protocols would normally favor the shortest path, that is AS 1-̂ AS 2 ^AS 3. If the 

^ FEC-to-NHLFE, unlabeled packet mapped to an NHLFE [10] 
^ Next Hop Label Forwarding Entry, contains packet's next hop and operations to be performed 

on label or on packet [10] 
^ Incoming Label MAP, maps incoming labels to NHLFE 10] 
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AS 2 connection to AS 3 becomes congested or cannot sustain the required QoS 
anymore, BGP will not reroute the traffic through the AS 2->AS 4^AS 3 path. We 
demonstrate that by using an inter-domain LSP the traffic can be forwarded through 
the desired inter-domain route and thus take the less congested one. Moreover, in case 
of an inter-domain link failure, the LSP fast recovery technique improves the delay 
experienced by the traffic compared to the time taken by conventional BGP routing to 
recover from the failure. 

- - • Backup LSP 

• Primary LSP 

Fig.4: Network model: Internet backbones (ASs) 

As depicted in Fig. 4, two LSPs join the source and destination ASs. The following 
simulation scenarios are sufficient to prove the effectiveness of our scheme compared 
to normal BGP routing: 

Scenario 1: LinkR23-R31 becomes congested 
Scenario 2: Link R23-R31 fails 
Scenario 3: Router R23 fails 

In each of the above cases, the traffic is initially forwarded along the R23-R31 
link, and after the event of a heavy congestion or a failure, it is switched on the 
backup LSP in order to avoid the problematic link or node. The simulation results 
consisted in measuring the QoS gain brought by the use of inter-domain MPLS com­
pared to normal IP-BGP routing. The QoS parameters of interest were the mean delay 
and the mean jitter experienced by the traffic. Two types of traffic were used: voice 
traffic and video conferencing traffic. Fig.5 and Fig. 6 show that in the cases of link 
or node failure, the mean delay and mean jitter experienced were improved for both 
types of traffic. This is with the exception of the mean jitter experienced by the video 
conferencing application in the event of a node failure. The difference is insignificant 
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due to the relatively small values of the jitter. The actual difference between the mean 
jitter with our scheme compared to BGP routing is 0.00004 s. In the case of conges­
tion avoidance, it is seen that the gain is negative for both types of traffic and for both 
QoS parameters. The reason for that is that the congestion level of the link was not 
acute. Since our backup LSP takes a longer route to the destination, the delay and 
jitter experience with MPLS were slightly higher. An acute congestion scenario is 
equivalent to our failure scenarios. What is interesting with the use of inter-domain 
LSPs is the predictability it brings in the QoS experienced by the traffic. It is a 
method for load balancing in the Internet. Moreover, knowing in advance the path 
(LSP) taken by the traffic will permit us to estimate bounds on the QoS parameters of 
interest. 

]- -

Scenario 1 

^M 
^K Ĥ 
^B 
^4HI 
^^^H 

8c«niirio 2 

^ Vfcteo Conference 

1 VcMce 
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Fig.5: Gain in mean delay with inter-domain MPLS 

Fig.6: Gain in mean jitter with inter-domain MPLS 
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5 Conclusions 

This paper consisted in refining and applying the already proposed extensions to 
RSVP-TE, to deploy MPLS across AS boundaries in order to achieve end-to-end 
control over the traffic in the Internet. Since Internet traffic crosses a few AS bounda­
ries before reaching its destination, providing end-to-end QoS necessitates achieving 
end-to-end control of the traffic. MPLS is one of the best solutions for end-to-end 
control of the traffic and for end-to-end QoS provisioning, since it already serves 
these purposes inside ASs. Our future objectives are to define the signaling of the 
required QoS and to propose an end-to-end QoS provisioning architecture in the 
Internet. 
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Abstract: Service systems constituted by service components are considered. Service 
components are executed as software components in nodes, which are physical 
processing units such as servers, routers, switches and user terminals. A 
capability is an inherent property of a node or a user, which defines the ability 
to do something. Status is a measure for the situation in a system. A service 
system has defined requirements to capabilities and status. Because of 
continuous changes in capabilities and status, dynamic service configuration 
with respect to capabilities and status is needed. Software components are 
generic components, denoted as actors. An actor is able to download, execute 
and move functionality, denoted as a role. Configuration is based on the 
matching between required capability and status of a role and the present 
executing capabilities and status of nodes. We propose an approach for role 
specification and execution based on a combination an Extended Finite State 
Machine and a rule based reasoning engine. Actor execution support 
consisting of a state machine interpreter and a reasoning engine has been 
implemented, and has also been applied for a service configuration example. 

1. INTRODUCTION 

Service systems constituted by service components are considered. 
Service components are executed as software components in nodes, which 
are physical processing units such as servers, routers, switches and user 
terminals such as phones, laptops, PCs, and PDAs. Traditionally, the nodes 
as well as the service components have a predefined functionality. However, 
changes are taking place. Nodes are getting more generic and can have any 
kind of capabilities such as MP3, camera and storage. The software 
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components have been also changed from being static components to 
become more dynamic and be able to download and execute different 
functionality depending on the need. Such generic programs are from now 
on denoted as actors. The name actor is chosen because of the analogy with 
the actor in the theatre, which is able to play different roles play defined in 
different p/ay 5*. 

To utilize the flexibility potential, the attributes of services, service 
components, software components and nodes must be appropriately 
formalized, stored and made available. As a first further step towards this 
formalization, the concepts status and capability are introduced. 

Status is a measure for the situation in a system with respect to the 
number of active entities, the traffic situation and the Quality of Service. A 
capability is an inherent property of a node or a user, which defines the 
ability to do something. A capability in a node is a feature available to 
implement services. A capability of a user is a property that makes the user 
capable of using services. An actor executes a program, which may need 
capabilities in the node. Capabilities can be classified into: 
• Resources: physical hardware components with finite capacity, 
• Functions: pure software or combined software/hardware component 

performing particular tasks, 
• Data: just data, the interpretation, validity and life span of which depend 

on the context of the usage. 
The functionality to be played by an actor participating in the constitution 

of a service is denoted as its role. We use the role-figure as a generic concept 
for the actor which is playing a role. So services and service components are 
realized by role-figures. Service configuration is here the configuration of 
services with respect to the required capability and status of the roles. 

The Role of an actor is defined in a manuscript, which consists of an 
EFSM (Extended Finite State Machine) extended with rule-based policies. 
Using a local rule-based reasoning engine adds the ability to cope with 
various situations more flexible than is possible by the pure EFSM. Actors 
can locally take place in the configuration and reconfiguration of the 
services, in which they are a part of. The reasoning engine is based an XET 
(XML Equivalent Transformation) rule-based language. 

The work presented in this paper has been related to the Telematics 
architecture for Play-based Adaptable System (TAPAS) [2]. Section 2 
discusses related work. Section 3 presents the model used for the combined 
EFSM and reasoning engine based actor. Section 4 gives a short presentation 
of the TAPAS architecture with focus on the elements relevant for the 
autonomic service configuration. Section 5 presents the data model. Section 
6 presents a simple scenario where an actor actively participates in service 
reconfiguration. Section 7 gives a summary and presents our conclusions. 



Autonomie Service Configuration by a Combined State Machine and 55 
Reasoning Engine Based Actor 

2. RELATED WORK 

The mobility of service components have been dealt within a number of 
approaches. An example is the Intelligent Agent, which is the most related to 
our work. DOSE [4] is an agent-based autonomic platform that uses 
Semantic Web to come up with response to failures. However, the behavior 
of each service component must be fixed along with the moving codes that 
cannot be downloaded or changed. A technique to overcome this 
shortcoming has been proposed using Java Reflection [5]. The behavior of 
server components can be downloaded or changed based up on a reasoning 
mechanism. However, the reasoning mechanism itself cannot be downloaded 
or altered. In our approach, the behavior of service components and the rules 
used in the reasoning mechanism are downloadable and can be changed 
upon needs. 

3. THE ACTOR MODEL 

The actor role is defined as an Extended Finite State Machine (EFSM) 
extended with policies. The mechanism interpreting the manuscript is an 
EFSM interpreter extended with a reasoning mechanism. The data structure 
applied for the representation of an EFSM is shown in Figure 1. An EFSM 
contains the EFSM name, initial state, data and variables and a set of states. 
The state structure defines the name of the state and a set of transition rules 
for this state. Each transition rule specifies that for each input, the actor will 
perform a number of actions, and/or send a number of outputs, and then go 
to the next state. Actions are functions and tasks performed during a specific 
state: computation on local data, role session initialization, message passing, 
etc. The structure of the <ACTIONS> list specifies the name, the parameters 
and the classification of an action. 

M EFSM ; 

Manuscript 

3 EFSM^NAME ; 

;> INIT^STATE 

^ DATA 

'ESTATE 

QSTATE^NAME 

'llTRAN^ _RüLEs ;̂ 

0 INPUT i 

'*'J ACTIONS -
• * \: 

"1 output 
* - • -

0 NEXT_STATE 

'ä ÄCTION_NAME 

^ PARAMETERS 

tä ACriON.CLASS 

= One or more ĵ e = Zero or more 

Figure J. Data structure of EFSM-based manuscript 

Rule-based reasoning is considered as a special type of EFSM action that 
executes policies. Policies are expresses in the XML Equivalent 
Transformation language (XET) [3]. The reasoning engine can directly 
operate and reason about XET descriptions. 
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The XET language is an XML-based knowledge representation, which 
extends ordinary, well-formed XML elements by incorporation of variables 
for an enhancement of expressive power and representation of implicit 
information into so-called XML expressions. Ordinary XML elements, XML 
expression without variables, are denoted as ground XML expressions. 
Every component of an XML expression can contain variables as shown in 
Table L Every variable is prefixed with Tvar_' where T denotes its type. 

Table 1. Types of XML variables 
Type Instantiation and examples 

N XML element or attribute names Ex: <Nvar_X>...< /Nvar_X> can be instantiated to 
<div>. . .< /d iv> or <span>. . .< /span> 

S XML string Ex: <a name= ' Svar_Y' /> can be instantiated into 
<a n a m e = ' h t t p : / / . . . ' / > o r < a n a m e = ' f t p : / / . . , ' / > 

P Sequence of zero or more attribute-value pairs 
Ex; <p Pvar_Z= 'NULL' /> can be instantiated into <p/> or <p s tyle= ' . . . ' / > 

E Sequence of zero or more XML expressions Ex: <p>Evar_P</p> can be instantiated into <p/> or 
<p><div>. . .</div><br/><br/></p> 

I Part of XML expressions Ex: <lvar_X><hr/></IvarX> can be instantiated into 
<body><hr/></bQdy> or<hr/> 

A rule is an XML clause of the form: 
//, {Cu ''' Cm} "^ B], ,,. Bn 

where m, n>0, H and Bi are XML expressions. And each of the C/ is a 
predefined XML condition used to limit the rule for a certain circumstances. 
This allows constraints modeling for a rule. Axioms are defined from one or 
more rule(s). The XML expression H is called the head of the clause. The Bi 
is a body atom of the clause. When the list of body atom is empty, such a 
clause is referred to an XML unit clause, and the symbol '-^' will be 
omitted. Hence ordinary XML elements or documents can be mapped 
directly onto a ground XML unit clause. 

The reasoning process begins with an XML expression-based query. An 
XML clause will be formulated from the query in form: 

XML expression Q represents the constructer of the expected answer 
which can be derived if all the body atoms of the clause hold. However, if 
one or more XML expression body atoms still contain XML variables. These 
variables must be matched and resolved from other rules. 

A body from the query clause will be matched with the head of each rule. 
At the beginning, there is only one body Q. Consider a rule Rj in the form: 

Rj:HJCj}'^Bj,B2 
If the XML structure of the body Q of the clause and the head H of the 

rule Rj match without violating condition C], the body Q will be transformed 
into Bj and B2. All XML variables in the head Q and the new bodies Bj and 
B2 of the query clause will be instantiated. The query clause will be in the 
form: 

http://...'/%3eor%3ca
ftp://..,'/
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Where X* means the one or more variables in the XML expression X has 
been instantiated and removed. 

The transformation process ends when either 1) the query clause has been 
transformed into a unit clause or 2) there is no rule that can transform the 
current bodies Bi of the query clause. If the constructor Q is transformed 
successfully into Qf that contain no XML variable, the reasoning process 
ends and a desired answer is obtained. 

4. TAPAS ARCHITECTURE 

"Adaptable service systems" are service systems that adapts dynamic to 
changes in both time and position related to Users, Nodes, Capabilities, 
Status and Changed Service Requirements. Adaptability can be modeled as a 
property consisting of 3 property classes: 1) rearrangement flexibility, 2) 
failure robustness and survivability, and 3) QoS awareness and resource 
control. The Telematics Architecture for Play-based Adaptable System 
(TAPAS) intends to meet these properties [2]. In analogy with the TINA 
architecture [6], the TAPAS architecture is separated into a system 
management architecture and a computing architecture as follows: 
• The system management architecture is an architecture showing the 

structure of services and services components. 
• The computing architecture is a generic architecture for the modeling of 

any service software components. 
These architectures are not independent and can be seen as architectures 

at different abstraction layers. The system management architecture, 
however, has focus on the functionality independent of implementation, and 
the computing architecture has focus on the modeling of functionality with 
respect to implementation, but independent of the nature of the functionality. 

4.1 Computing architecture 

TAPAS computing architecture has three layers: the service view, the 
play view and the network view as illustrated in Figure 2. For details see [1]. 

A service system consists of service components and the network system 
consists of nodes. The play view is the intended basis for designing 
functionality that can meet the adaptability properties as defined above. The 
play view is founded on the theater metaphor introduced in Seel. TAPAS 
actors are software components in nodes that can download manuscripts. An 
actor that does not have a role assigned is denoted as a free actor. An actor 
playing a role in a manuscript is denoted as a role figure. A service system is 
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constituted by a play, and leaf service component are constituted by role 
figures. A role session is the dialog between two executing role figures. A 
role figure can move between nodes and its role sessions can be re-
instantiated automatically. This mechanism, however, is not the focus of this 
paper. It is referred to [7]. 

Service View 

Plav View 

Network View 

Service System 

Play System 

Network System 

T 

Executing Service 
View Capabilities and 

Required Service View 
Capabilities and Status 

- T - > 

Executing Play View 
Capabilities and Status 

Required Play View 
Capabilities and Status 

Executing Network View 
Capabilities and Status 

is connected to 

Figure 2. The TAPAS computing architecture 

4.2 System management architecture 

The main functionality components of the system management 
architecture are illustrated in the Figure 3. The primary service providing 
functionality comprises the ordinary services offered to human users. 

Policies: 

Role 
Requirements 

Configuration 
Rules 

Manuscript 

f 
I <s User 

Service 
Management 

Play repository 

Figure 3. The TAPAS system management architecture 

In addition, the architecture has two repositories: the Play repository and 
the capability and status repository and fours management components: 
Configuration, Service, Capability and status, and Mobility management. 

The play repository stores manuscripts and policies, which are the 
required status and capability of a role as well as local configuration rules. 
Local configuration rules describe configuration and constraints of a role 
which must always be maintained. In addition, these rules define policies for 
handling of reconfiguration related events such as the decision of an actor to 
move a role when a failure happens. The capability and status repository 
stores executing capability and status information. 

Configuration management makes the initial configuration and re­
configures the service systems when needed. The Service management is 
responsible for deployment and invocation of services. Capability and status 
management registers, de-registers, updates and provide access to capability 
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and status repository and the Mobility management handles the various 
mobility types. 

To fulfill the failure robustness and survivability requirements, the 
architecture must be dependable and distributed. The proposed actor model 
creates a distributed configuration management by adding reasoning 
functionality to actors. 

5. DATA MODEL 

This section presents XML based approaches to the representation of the 
elements of the Play repository as well as the Capability and status 
repository. 

5.1 Manuscript 

A manuscript consists of EFSM-based behavior of individual roles. An 
XML-based EFSM given to an actor is executed by a state machine 
interpreter. A sample fragment of the XML-base manuscript is shown in 
Figure. 4. 

<state name='ConnectionTimeout'>...</state> 
<state name='ConnectionLost'> 

<Transition name='RoleFigureMove'> 
<input msg='RoleFigureMoveReq' source='*7> 
<action class='Reasoning' name='SearchFreeActor'> 

<param name='role_name' vatue='role1'/> 
</action> 
<output><variable name='Dest_Variable'/></output> 
<action class='Communication' name='PluginActor'> 

<param name='actorList' value='Dest_Variable7> 
<param name='role_name' value='role1'/> 

</action> 
<next_state name='PlugoutPending'/> 

</Transition> 

After the state ConnectionTimeout is visited infinitely often, 
the actor playing this manuscript will move to 
ConnectionLost state. If there is an incoming message 
RoleFigureMoveReq, the actor will execute the 
RoleFigureMove transition and perform two subsequent 
actions. The first action uses the built-in reasoning machine 
to find out a free actor where the role should be moved to. 
The second action installs the role to a free actor suggested 
by the first action. At the end of the transition, the actor 
moves to PlugoutPending state and wait for a plugout 
message from the newly instantiated role figure. 

</state> 

Figure 4. Fragment of an example XML manuscript showing a transition of state 
ConnectionLost 

SMI interprets the downloaded manuscript. SMI uses action libraries. 
Policy related actions are platform independent constraints expressed in XET 
(see Section 2). For non-policy actions, the actions are platform-specific 
(such as C++) or platform-independent (such as Java) executable codes from 
the local action library cache to execute the actions in the transition. If the 
required action libraries cannot be found, SMI will download the actions 
from an action library database. 



60 Paramai Supadulchai and Finn Arve Aagesen 

5.2 Executing Capability and Status 

Nodes possess particular Network View Capabilities and Status, from 
now on abbreviated as NV-capabilities and -status. They are represented in a 
network information model such as Common Information Model (CIM) or 
Universal Plug-and-Play. We have chosen the XML representation of CIM 
(CIM-XML) to implement our test systems. 

Actors have Play View capabilities and status abbreviated as PV-
capabilities and -status. The idea is to hide the complexity of the network 
view. PV-capabilities and -status of an actor are derived from one or more 
NV-capabilities and -status. PV-capabilities and -status are represented in 
Resource Definition Framework (RDF) [9], which can be used to either 
define pointers to NV-capabilities and -status or define derived PV-
capabilities and -status from NV-capabilities and -status [8]. 

5.3 Policies 

The policies comprises: role requirements, local configuration rules. 
These are modeled by the XET language (See Section 3). 

5.3.1 Role requirements 

Role requirements consist of PV-capabilities and -status required by a 
role. These PV-capabilities and -status are represented in RDF and XML 
variables. 

5.3.2 Local configuration rules 

The heads of the XET clauses identify components of the outcome of the 
configuration or reconfiguration, while the body describes the configuration, 
composition and dependency conditions. A sample local configuration rule 
is illustrated in Fig. 5. 
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<xet:Rule name='SearchFreeActor' priority='3'> 
<xet:Head> 
<tapas:Actor rdf:resource='Svar_ActorlD'/> 

</xet:Head> 
<xet:Body> 
...<xfn;FacdQuety.;ifnLurJ=asvyPY.-RapoatoryJ.xfrumQclfi=Sei> 

<tapas:Actor rdf:about='Svar_ActorlD'> 
<tapas:connectivity rdf:resource='dbServer'> 
<tapas:connStatus rdf:resource='Status_Active'/> 
<tapas:connType rdf:resource='Svar_connType'/> 
Evar_otherConn Props 

</tapas:connectivity> 
<tapas:actorStatus rdf:resource='Status_FreeActor'/> 
Evar_otherActorProps 

</tapas:Actor> g j ^ ^ ^ Expression 

<xfn:StringlsMember xfn:string='Svar_connType' 
xfn:list='Secured SecuredWireless'> 

</xet:Body> 
</xet:Rule> 

Intuitively, this rule looks for free actors that have 
a secured connection with dbServer, which is a database 
server providing sensitive information. The head of the 
rule will be derived as answer(s) if both body atoms can 
be successfully executed. 

Namespace ^fn refers to built-in atoms providing 
mathematic operations and database query, etc. These 
atoms will not be further matched with other rules. 
FactQuery queries actors from the capability and status 
repository. The query expression simply ignores the 
order of XML elements when it is working in mode 
"set". Some irrelevant PV-capabilities and -status of 
actors are ignored by using two E-variables. 
Evar_otherConnProperties and Evar_otherActorProps. 

The actors must have Status_FreeActor as 
specified in the query expression. They must have only 
active secured or secured wireless connectivity with 
dhServer], which will be checked by the builtin atom, 
StringlsMemhe r. 

Figure 5. An example XET clause to search for free actors 

6. DEMONSTRATION 

A scenario of a secured database system is considered as an example. A 
database server contains sensitive information and will automatically blocks 
incoming requests from nodes that could possibly have malicious software 
such as viruses or trojans. 

= free actor 
^̂ -̂ 51-̂  = role figure 
C M J ^ = malicious 

^clb 
=role database server 
(manuscript) 

R = role 1 
(manuscript) 

Wireless 
non-secured connectivity 

^^fe Nodes 

Figure 6. A sample scenario showing the survivability of a role figure. 

The goal of this demonstration is to show how a role figure in a blocked 
node can survive, move to other one other node, identified as harmless by 
the database server, and continue working with the database server. How the 
role figure proves itself as non-malicious software is not the focus and will 
not be further explained. 

Fig. 6 illustrates a role figure RFj in Node 1, which is presently blocked 
by a database server role figure (DB RF). After RFj visits a state 
ConnectionTimeout infinitely often, it will move to ConnectionLost state. At 
ConnectionLost, RoleFigureMove transition will initiated by a 
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RoleFigureMoveReq message. The manuscript describing this transition has 
been presented in Figure 4. 

6.1 Rl role requirement (required PV-capabilities and -
status) 

The PV-capabilities and -status required by the role Rj are illustrated in 
Fig. 7. Rj explicitly needs status StatusJFreeActor. The connectivity 
between Rj and dbServer must be a member of set {"Secured", 
"SecuredWireless"}. Actors trying to play Rj may have other PV-capabilities 
and -status (as represented by Evar_otherActorProps and 
EvarjotherConnProps), These PV-capabilities and -status will be ignored by 
the reasoning engine. 

<tapas:Role rclf:about='R1'> 
<tapa8:connectivityrdf:resource='clbSeiver'> 

<tapas:connStatusrclf:resource='Status_Active7> 
<lapas:connTyperclf:resource='Svar_connType7> 
Evar_otherConnProps 

</tapas:connectivity> 
<ta|>as:actorStatu8rclf:resource='Status_FreeActor7> 
Evar_otherActorProps 

</tapas:Actor> 

r,, /— ,«o J« «c J«» . ,„ <xfn:StrlnglsMemberxfn:string='Svar_connType' 
Svar_connType ^ {«Secured", «SecuredWireless"} xfn:list='SecuredSecuredWirelessV> 

Figure 7. The required PV-capabilities and -status of the role Rl 

6.2 Offered PV-capabilities and -status 

Fig. 8 shows the offered PV-capabilities and -status of actor F/, F2 and 
F4, The PV-capabilities and -status of F3 are identical to F2 while the 
capabilities and status of F5 and F^ are identical to F4. For lack of space, they 
will not be presented. 

NonSecuredWireI^]]j> 

<tapa8:Actor rdf :abouts'Fl '> 
<tapas:connectivityrclf:resource='dbServer'> 
<tapas:connStatusrdf:resources'Status_Active'/> 
<tapas:connType rdf:resources'Secured'/> 

</tapa8:connectivity> 
<tapa«:actorStatu8rdf:resource='Slatu8_FreeActor'/>... 

</tapa8:Actor> 
<tapa8:Actor rdf :abouWF2'> 
<tapas:connectivityrdf:resources'dbServer'> 
<tai>88:connStatus rdf:resource»'Status_Active'/> 
<tapa8:connType rdf:resources'Secured'/> 

</tapa8:connectivity> 
<tap88:8ctorStatu8 rdf :resources'Status_FreeAclor'/>... 

</lap88:Actor> 
<tapa8:Actor rdf:abouti::'F4'> 
<tapa8:connectivity rdf:resources'dbServer'> 

<tapa8:connStatu8rdf:resource='Slatus_Active'/> 
<tapa8:connTyperdf:resource='NonSecuredWireless'/> 

</tapas:connectlvity> 
<tapa8:actorStatU8 rdf :resources'Status_FreeActor'/>... 

</lapa8:Actor> 

Figure 8. The offered PV-capabilities and -status of actor Fl, F2 and F4 



Autonomie Service Configuration by a Combined State Machine and 63 
Reasoning Engine Based Actor 

6.3 Query clause 

The query clause in Fig. 9 is constructed from a query expression. As 
already explained in Section 3, the body of the clause will be initially 
matched with a configuration rule, which will be defined in the Section 5.4. 

Head of 
the clause 

% The query clause explains that AvailableActors consisting an 
% unknown set of actors will be derived if the reasoning engine can 
% find a rule that matches the body of the clause. 

<xet:Query> 
<xet:QueiyClause> 

<xet:Head> 
<tapa8:AvaiiableActor«> 
<tapa8:con8i8t80f rdf:paiseType='Collection'> 

Evar_ack>rs 
</lapa«»on8i8tsOf> 

</tapa8:AvailableActor8> 
<^et:Heaci> 
<xet:Bo(ly> 
<tapa8:AvailabieActor8> 
<tapa8:con8i8t80f rdf:parseType»'Colleclion'> 

Evar_actors 
</tapa8:con8i8tsOf> 

</lapa8:Avaii8bleActors> 
</xet:Body> 

</xet:QueryClau8e> 
<yxet:Query> 

Figure 9. Graphical notation of the query to search for available actors 

6.4 Local configuration rules 

Local configuration rules as illustrated in Fig. 10 indicate that the 
connection status and the connection type of the link between Rj and DB RF 
must be maintained in a secured manner. The only QoS parameter defined 
here is Svar_connType. 

6.5 The configuration result 

The configuration result is shown in Fig 11. Based on the offered PV-
capability and -status provided in Fig. 8 and the role requirement defined in 
Fig. 7, actors F2 and Fj are the most appropriate actors to play Rj. 

The reasoning process is conducted by Native XML Equivalent 
Transformation reasoning engine (NxET) implemented as a Java-based 
action for the state machine interpreter (SMI). NxET is used by SMI to 
execute SearchFreeActor action defined in Fig. 5. The parameter actorList 
of the PluginActor action will be substituted with the available actors in Fig. 
11. PluginActor will try to move Rj to F2 first. If the moving is not 
successful, PluginActor will try again with Fj. Subsequently, RFj will move 
to PlugoutPending state after Rj has been successfully moved to either R2 or 
R3, At this state, Rj will be plugged out from RFj, which will become a new 
free actor. 



64 Paramai Supadulchai and Finn Arve Aagesen 

<xetRule names'SearchFreeActor' priontyis'3'> 
<xet:Hea(f> 
<t8pa8:AvailableActore> 
<ta|}as:con8i8tsOf rdtparseTypesCollectionS 

Evar_actors 
</tapas:con8i8t80f> 

</tap8s:AvailableActor8> 
</xet:Heafi> 
<xet:Bociy> 
<xfn:SetOf xfr):modes'Set'> 

<xfn:Set>Evar_actor8</xfn:Set> 
<xfn:Constnictor> 
<t8p8»:Actor rdf:resources'Svar_Ac1orD7> 

<Mn:Constnictor> 
<xfn:Condition> 

<tapas:Actor nlf:resources'Svar_ActorlDV> 
</xfn:Conciition> 

</kfn:SetOf> 
</xet:Body> 

</ket:Rule> 
<xet:Rule name^'RIRequirenienf prioi1ty='4'> 

<xet:Heacl> 
<tapas:Actor rdf:resou(ces'Svar_ActorlO'/> 

</xet:Head> 
<xet:Body> 
<xfn:FactQiiery xfnrurh'ds/^PIay-Repository* xfn:mode='Sef> 

<tapas:Role rdf:about='Svar_RolelD'> 
Evar_pioperties 

</tapa8:Roie> 
</kfn:FactQuery> 
<xfn:FactQuery xfn:uri='dsy/PV-Repositofy' xfn:mode='SetS 
<tapaa:Actor rdf:abouts'Svar_ActorD'> 

Evar_properties 
</tapas:Actor> 

</kfti:FactQuery> 
<xfn:MatchD xfn:mode='Sef> 

<Expre88ion> 
<tapas:connectivity rdf:re80un:e='Svar_resource'> 
<tapa8:connTyp« rdf:resource3'Svar_connType7> 
Evar_otherConnPrDps 

</lapa8:connectivity> 
Evar_oiherActorProps 

</Expre88ion> 
<Expression>Evar_pioperties</Expression> 

</xfn:MatchD> 
<xfn:StringlsMember xfn.strings'Svar_connType' 

xfn:list='Secured SecuredWireless7> 
</xet:Body> 

</ket:Rule> 

Rule SearchFreeActor will be matched with the body 
of the query clause defined in Section 5.3. After the 
matching, the body of the query clause will be re-written 
with xfh:SetOf, which is the only body atom of the rule. 
xfii:SetOf will to try to construct the list of available actors 
and add them into Evarjactors variable. Each members of 
Evar_actors will have the structure similar to the expression 
in xfh:Constructor. To actually instantiate the possible 
values for the constructor, the condition expression in 
xfh:Condition will be matched with other rules (clearly 
Rl Requirement). 

RlRequirement queries the Rl role requirement 
(requited PV-capabilities and -status), which have been 
defmed in Section 5.1. The rule again queries actors 
offering the same PV-capabilities and -status, which R, 
requires. The matching between required and offers PV-
capabilities and -status are accomplished though the 
instantiation of variable Evar_properties. The actors queried 
from the capability and status repository needs 
Status_Active and Status J'reeActor. The actors can also 
have other PV-capabilities and -status because they are 
allowed by the role requirement. 

The structure of PV-capabilities and -status of each 
actor will be matched with xfh:MatchD function so that PV-
c^ability connType with a value Svar_connType can be 
inspected. Function StringlsMember verifies the instantiated 
value of Svar_connType to make sure that it is a member of 
the list "Secured SecuredWireless". Actors that do not offer 
secured or secured wireless connection will be filtered out. 
Only qualified one will be selected. RI Requirement can 
return many answers. 

The answers returned by RlRequirement will be 
aggregated and added to Evarjactors list in the rule 
SearchFreeActor, The value of Evarjactors will be 
instantiated to the head of the query clause, which will be 
the answer of the reasoning process. 

Figure 10. Local configuration rules in XET 

<tapa8:AvailableActor«> 
<tap88:consi»t80f idf:par5eType»'Collection'> 

<tapas:Actor rdf:resoufces'F2'^ 
<tapa8:Actor rdf:re8ource='F37> 

</Uipa8:con8istsOf> 
<AaQa8:AvailableActor8> 

Figure J I. RDF-based graphical notation and XML-serialization of the configuration result 

7. CONCLUSION 

This paper presents an approach to mo(iel the behavior of service systems 
by actors playing roles (iefineci in manuscripts. The actor is a combination of 
an Extended Finite State Machine (EFSM) and a rule based reasoning 
engine. 

A service system has defined requirements to capabilities and status. 
Because of continuous changes in capabilities and status, dynamic service 
configuration with respect to capabilities and status is needed. Configuration 
is based on the matching between required capability and status of a role and 
the present executing capabilities and status. Roles are allowed to be moved 
to increase failure robustness and survivability of a service system. This role 
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mobility can be achieved through EFSM behavior. However, using a rule-
based reasoning mechanism allows actors to use local configuration rules to 
take decisions based on the current executing capabilities and status. The 
actor model improves actor functionality, increases survivability and makes 
the configuration management distributed. 

Generic actor execution support consisting of a state machine interpreter 
and a reasoning engine has been implemented and applied for the presented 
example. All capability and status related data as well as actor behavior is 
based on XML representations, with exceptions of the EFSM actions. 
Normal EFSM actions are platform-specific (such as C++) or platform-
independent (such as Java) executable codes while reasoning-based EFSM 
actions are XML-based. The reasoning engine is based on Native XML 
Equivalent Transformation. 
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Abstract: This paper describes the concepts and challenges of self-managing 
management-layer network composition and service composition in Ambient 
Networks. A set of requirements are identified. This paper describes the 
concept of Ambient Virtual Pipe (AVP), which is an autonomic, secure, 
QoS-assured, self-adapted context aware management service overlay network 
that provides a secure and QoS-assured environment for AN service 
composition. The AVP is supported through a programmable platform, and is 
capable of dynamic deployment of new management services. 

Keywords: Ambient networks; context-awareness; 
self-management; service composition. 

programmable techniques; 

INTRODUCTION 

The EU-IST Ambient Networks (AN) project [4] focuses on the 
development of novel networking concepts and systems that support a wide 
range of user and business communication scenarios beyond today's fixed, 
3̂^̂  generation mobile and IP standards. The concept of Ambient Control 
Space (ACS) [5] is the centre of the project. The ACS is responsible for the 
management of the underlying data transmission capabilities. A complex set 
of interdependent control functions form the ACS. The management of AN 

mailto:a.galisl@ee.ucl.ac.uk
mailto:kerschj@tmit.bme.hu


68 L Cheng, R. Ocampo, A, Galis, R, Szabo, C. Simon and P. Kersch 

is conducted by the Domain Manager Control Function. This management 
function works consistently and autonomically with other control functions 
being developed in the AN project. Details of ACS and Domain Manager 
Control Function can be found in [4][5]. 

AN management systems support the composition and cooperation of 
heterogeneous networks, on demand and transparently. Composition and 
cooperation must be achieved without the need of manual (pre or 
re)-configuration or off-line negotiations between network operators. Thus, 
AN management systems must be dynamic, distributed, self-managing and 
responsive to the network and its ambience [6]. The composition of 
heterogeneous ANs means an Ambient Network is able to dynamically 
compose with several other Ambient Networks. Co-operations between 
Ambient Networks could potentially belong to separate administrative or 
economic entities. Hence, Ambient Network composition provides network 
services across a set of ANs which were originally independent of each other 
in a cooperative way. The Ambient Network Interface (ANI) provides the 
facility of co-operation across different Ambient Networks. It is through the 
ANI that different management systems and network elements of ANs may 
communicate and co-operate with each other. A composed and cooperating 
AN(s) enable a user to access transparently the services offered by other 
Ambient Networks (that are previously independent of each other) via the 
Ambient Service Interfaces (ASI). Figure 1 shows the concept of 
composition and co-operation, and the logical location of ANI and ASI in 
AN(s) [5]. 

functjoflf, intercoofteotüd 1 
by vinudi conlrot plane 

lAuttimedä Sarvtcss 

Figure L ASI and ANI in AN(s) 
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This paper starts with the discussion on the requirements of AN network 
composition in management point of view; followed by a description on a 
solution towards self-managing management-layer network composition and 
service composition in ANs. The proposed solution is known as the Ambient 
Virtual Pipe (AVP), which creates a management service overlay network for 
dynamic deployment of new management service over composed AN. 

2. AN COMPOSITION REQUIREMENTS 

Network composition is one of the major concepts of Ambient Networks. 
An AN may consist of many individual smaller ANs. The smaller ANs were 
composed through network composition. Through network composition, the 
sharing of network resource such as inter-network connectivity or network 
storage are negotiated during network composition according to policies. 
Note that because ANs are mobile, they may compose and decompose 
dynamically. As a result of network composition, end users are capable of 
being connected, and connecting to any network instantly. This is known as 
network-layer composition in this paper. From management point of view, 
AN network composition refers to the instant negotiation and enforcement of 
a new Service Level Agreement (SLA) between network resources under 
composition for the provisioning of an IP service. From a business point of 
view, network composition can be viewed as a temporary agreement among 
independent networks. A common business goal is achieved by the 
collaboration of agreements. The diversity and complexity of the market are 
matched by the temporary agreement. Thus the capability of rapid reaction 
to the dynamically-changing demands of today's markets is improved. It is 
obvious that for scalability and performance issue, the process of network 
composition should be as transparent as possible. One of the major 
challenges of compositions is currently there is a lack of support for 
automatic creation and administration of composed/composing service 
networks. Automatic service composition refers to the discovery of adequate 
ANs and their services, negotiation among them, the definition of business 
relations, the collection of configuration information and requirements, and 
the reservation of appropriate resources in the network infrastructure. AN 
network-layer composition is discussed in details in [8]. 

The management challenge of AN network composition is that the 
management systems of individual networks must also be composed during 
network composition for the purpose of consistency. This is known as 
management-layer network (de)composition in this paper. The requirements 
for AN management-layer network composition is as follow. Detail 
discussions on AN management challenges can be found in [5]: 

a) The composition mechanism should be performance-wise low cost, 
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robust and scalable. Performance and scalability are concerned 
because potentially a large number of ANs may compose and 
decompose at a given time (so as their management systems). 
Robustness is needed because the underlying ANs may compose and 
decompose dynamically as the ANs join and leave arbitrarily (so as 
the management-layer). 

b) The network management systems of the underlying ANs that are 
composing or decomposing may be heterogeneous. The composition 
mechanism should h^ flexible to overcome heterogeneity. 

c) Service-oriented composition mechanism is needed in order to 
support new management services running in the composed 
management system. 

d) Due to the potential large number of AN composition and 
decomposition (due to AN nodes joining or leaving the AN 
arbitrarily), the composition mechanism should be autonomic. 

Conclusively, a self-managed management system is needed in AN to 
support autonomic management-layer composition and service composition 
for dynamic deployment of AN services across heterogeneous 
composed/composing ANs. 

3. AMBIENT VIRTUAL PIPE (AVP) 

It was discussed in early section that the AVP is an autonomic, secure, 
self-adapted, and context aware management service overlay network across 
composed AN nodes. This management service overlay network is 
self-adapted according to change in underlying network context information 
in order to support the dynamic deployment and execution of new AN 
(management) services in the composed management system, thus provides 
a dynamic, secure and QoS assured channel for P2P management traffic. A 
highly dynamic and flexible information infrastructure is needed in order to 
support new management service deployment over a composed AN 
management domain. This information infrastructure must be capable of 
providing secure and reliable connectivity across heterogeneous networks 
with guaranteed quality on demand. It may be arguable that conventional 
solutions like the currently available Virtual Private Networks (VPNs) may 
be used to provide QoS guarantees to networks. However, the major 
drawback of the today's VPNs is their low flexibility to quickly adapt to the 
changing requirements. A programmable [11], flexible, and network 
contextaware information infrastructure is therefore needed with guaranteed 
QoS in the composed AN management domain. This infrastructure is the 
AVP 
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\ Ambient VIrtua! Pipe (AVP) 

The AVPs are shown in Figure 2. The AVP provides a secure and 
QoS-assured channel for protecting P2P management information exchanged 
between distributed AN management entities in composed ANs, and the AVP 
creates an environment where new AN management services to be launched 
and executed i.e. service composition across heterogeneous ANs. 

This secure, QoS-assured, management service network overlay is 
essential for both management-layer composition in AN as well as new AN 
management service deployment and execution. As discussed earlier, AN 
network composition is carried out through negotiation, AN management 
systems composition is also carried out through negotiation between 
heterogeneous management systems. Superpeer election is conducted 
through negotiations between peers. Distributed management information 
must be shared securely and in a QoS-assured fashion to enable negotiation 
to take place (hence management-layer and service composition). The AVP 
provides a suitable environment in which all these management negotiations 
may take place. Traditionally, a network domain administrator is capable of 
managing the administrative tasks within its own administrative domain. 
End users within a particular administrative domain may request for services 
that are served with some level of service guarantee from its own network 
domain administrator. However, inter-domain service management is 
complex, this is due to the heterogeneity of the administrative environment 
and the underlying network elements of different administrative domains. 
The idea of AN management-layer network composition through the P2P 
management system and the creation of a management service overlay 
network among the peers provides a mean to achieve inter-domain service 
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management in a secure, QoS-assured, and self-adaptable environment. The 
network context aware capability of AVPs provide the necessary QoS and 
resource assurance and security for protecting the management traffic within 
the management service overlay network in a dynamic fashion. The creation 
of AVPs and its capabilities (such as security and contextawareness) are 
supported by a flexible and programmable infrastructure (see later section on 
implementation). 

Note that AVPs are not restricted to provide a secure and QoS assured 
management service overlay network for management services. The 
capabilities of AVPs make it potentially ideal for the dynamic deployment of 
user specific services across heterogeneous ANs. For instance, with the 
existence of AVP, it is possible for a management entity in a particular AN to 
deploy its own services (that are not available in other ANs) in another 
(composed) AN. As discussed, the capabilities of AVPs are supported 
through a programmable platform. A set of requirements for AN 
programmability were defined in [5][7]: rapid development of new 
management services replaces slow manual configuration; customisation of 
existing management service features; scalability and cost reduction in AN 
network and service management; independence of AN network equipment 
manufacturers; information AN network context and service integration. The 
dynamic creation of AVP is achieved by dynamically injecting active code to 
desired peers in order to instantiate AVPs. The active code carries executable 
programs which result in security association implementation between peers. 
QoS in AVP is assured through the injection of active code to dynamically 
prioritising AVP traffic flow. DINA [2] is used as a programmable platform 
in AN to support AVP provisioning. Figure 3 shows the actual deployment of 
AVP through a programmable network. Details of the AVP implementation 
are discussed in the next section. 
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Figure 3. AVP Support through a Programmable Structure 

4, IMPLEMENTATION OF AVP 

The AVP Managers are responsible for managing AVPs .The AVP 
Managers are distributed across desired participating AN nodes in the 
composed AN network. The Context Ware components of AVP i.e. CMSs are 
responsible for monitoring real-time network context information, and are 
responsible for providing pointers to the distributed network context 
information that can be retrieved by the AVP Manager. Details of the 
Context Ware components of AVP are presented in [9]. Retrieving network 
context information by the AVP Managers subsequently triggers SNMP traps. 
The traps are then processed by sub-components of the AVP Manager 
according to pre-defined policies. The traps indicate the type of dynamic 
provisioning and self-adaptation to be deployed on the management service 
overlay network. 

As discussed earlier, the autonomic establishment of AVP is done by 
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using DINA [2][11] active packets. Active packets are also used for security 
provisioning and QoS provisioning of AVPs. The AVP QoS provisioning is 
an example of its capability of self-adaptation. An interface is provided 
between the AVP Manager and the Linux iptables and tc mechanisms for 
AVP internal flow marking and classification. This interface causes the AVP 
flow to be internally marked within the node using iptables. The flows are 
then classified by tc into specific classids. Bandwidth is allocated to each 
flow by setting the bandwidth of the associated queuing discipline (qdisc) of 
the tc classid. AVP security provisioning is needed in order to protect the 
authenticity, integrity and confidentiality of the management data 
transmitted in the AVPs, and also the active control packets that are 
transmitted and executed across AN nodes. The AVP Manager currently uses 
Freeswan IPSec and therefore supports IKE and IPSec. AVP supports 
hop-to-hop protection, which is needed for protecting the authenticity, 
integrity and confidentiality of active packets. The discussion and 
implementation of hop-to-hop protection for active packets is discussed in 
details in another paper [3] written by the author of this paper. Note that in 
the current implementation, as a proof of concept, a unicast IPSec structure 
is assumed. The security of multicast traffic is being investigated in [10]. 
The context awareness and capability of self-adaptation of AVP were 
demonstrated through various aspects. Firstly, when two (or more) ANs 
compose, AVP will be automatically established between the peers (of the 
two composing ANs). As soon as a composed AN is formed, a Superpeer is 
elected by the P2P management system (of the peers within the AN). Note 
that AN nodes are regarded as peers in AN. Peers are organised by a P2P 
management system in a hierarchical structure for scalable management [1]. 
A Superpeer is an elected peer of which is responsible for inter-AN 
communications. The election process of Superpeer is described in [1]. The 
establishment of AVP between Superpeers results in a new overlay network 
on top of the other peers. The selection of new Superpeer of this new overlay 
is done by negotiation between the two Superpeers' P2P management system, 
which is conducted securely and in a QoS assured fashion through the AVP. 
The activation of the secure channel is done by active packets. It should be 
note that the AVP Manager (through the use of IKE) is responsible for 
negotiating with peers on security associations (SAs) establishment. As soon 
as the CMSs detects a new peer has joint the AN, SAs are negotiated 
automatically. The CMSs also reports when an AN (Superpeers and/or peers) 
has left, the AVP will adapt itself when decomposing i.e. obsolete the 
established SA. This is an example of network contextawareness. Another 
example of self-adaptation is that once a new overlay is created, the AVP 
Managers retrieves network context information from the CMSs for QoS 
self-adaptation. For instance, when an AN composes with another AN, and 
the latter AN generates a large amount of management traffic, then the AVP 
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Manager will self-adapt the AVP bandwidth (in the original AN) through the 
use of active technologies as described in [9]. In this way, the QoS of the 
AVP in the original AN is assured. 

5. CONCLUSION & FUTURE WORK 

In this paper we presented the architecture and the key concept of 
Ambient Networks namely the management-layer network composition for 
service composition. A set of requirements were listed. We have identified 
the management challenges of network composition and service composition. 
A solution was then presented. 

AN nodes are organised in peer groups and are placed in a hierarchical 
order, through a P2P management platform. The operations of P2P 
management system results in a hierarchically structured management 
overlay network aligned with the physical network structure. The hierarchy 
of management overlays is developed in accordance with network 
composition strategies. This can be viewed as a topological resource 
composition which structures the network resources and their topology 
according to dynamic composition rules/policies. 

We then presented the concept of AVP which is an autonomic, secure, 
QoS-assured, self-adaptable, and contextaware management service overlay 
network that is needed to overcome the service composition challenges. This 
management service overlay network is created dynamically between AN 
management entities in order to provide a secure and QoS assured means of 
communication channels between management entities in composed ANs, as 
well as a secure and QoS-assured environment in which new AN 
(management) services may be deployed and executed. The instantiation of 
AVPs is supported through a flexible, scalable, and programmable 
infrastructure deployed among the peers. Through AVPs, it is now possible 
to transport management traffic and carry out negotiations between the 
management entities in the P2P management system in a secure and QoS 
assured way. The AVP also provides a secure and QoS-assured environment 
in which new services across heterogeneous ANs may be deployed. The AVP 
is self-adapted and contextaware, that it may automatically adjust its 
behaviour according to changing network context. Lastly, the 
implementation of AVP and its deployment were presented. The next stage 
of implementation is to refine the current implementation of the AVP 
Manager. Instead of unicast IPSec, a multicast alternative should be 
deployed should the management traffic is multicast. The SA establishment 
between peers must also be refined. This is because there may be a lack of a 
trusted third party in wireless domains. Performance results will be analyzed 
to prove the practicability of the presented solution. 
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Abstract In this paper we present a simple framework for the management of entities in 
ubiquitous computing and ad-hoc networks. It provides mechanisms to identify 
entities, create and manage groups, and a simple management mechanism to al­
low the coordination of several entities. The framework is called AMAPOLA, 
and is built on top of a popular multiagent systems (JADE), although, its sim­
plicity makes it suitable for any kind of environment. The framework provides 
an modular API, which is easy to use for programmers. 

1. Introduction 
The current development of computer systems is leading to a situation where 

the number of processors and computer networks is becoming more and more 
pervasive. Nowadays, there are processors embedded in lots of everyday de­
vices. From personal computers, laptops, PDAs, and mobile phones, to re­
frigerators, heaters, coffee machines, or toasters. Furthermore, these devices 
can be interconnected through computer networks. The increased research on 
wireless and ad-hoc networks is making possible to have cheap networks at 
home, at the office or even at the streets. 

One of the problems that pervasive computing introduces is the manage­
ment of all those devices interacting one with another (Sloman, 2001), and 
the security implications of this management. A desired property of pervasive 

*This work has been partially funded by the Spanish Ministry of Science and Technology (MCYT) though 
the project TIC2003-02041. 
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computing systems is self-management. Self-management is the ability for 
those systems to manage themselves with a minimum human intervention. For 
example, to tune and set up the configuration to make the system work opti­
mally, to adapt the system to changing workloads, to detect potential attacks 
against the system itself, etc. 

This is one of the reasons why multi-agent systems are becoming very pop­
ular in pervasive computing. A software agent is an autonomous entity that 
can interact and perceive the context of its own execution. Hence, it is a clear 
candidate to build self-managing systems in pervasive computing. A problem 
of multi-agent systems is that sometimes they present too much complexity 
for embedded devices. Most of the mechanisms used, for instance, to make 
up coalitions in agent systems, are quite complex and may not be suitable for 
some constrained environments. 

In this paper we present a simple framework for the management of entities 
in pervasive computing and ad-hoc networks. It provides mechanisms to iden­
tify entities, create and manage groups, and a simple management mechanism 
to allow the coordination of several entities. The framework is called AMAP-
OLA (simple Agent-based MAnagement for Pervasive cOmputing). Although 
it is originally based on a multiagent system its simplicity makes it suitable for 
any kind of environment. The framework provides an modular API, which is 
easy to use for programmers. 

In Section 2 we describe the motivations behind the AMAPOLA framework. 
Section 3 describes how identities and groups are managed in AMAPOLA, and 
Section 4 describes the simple management protocols. We give some high level 
details of the implementation of the framework in Section 5. Finally, Section 6 
concludes the paper. 

2. Related Work and Motivations 

Despite the popularity of ubiquitous computing and the growing research 
initiatives, many of the current frameworks, systems, and prototypes lack scal­
ability and are tied to third party proprietary solutions (Helal, 2005). On the 
other hand most proposals are also tied to specific hardware designs, making 
it difficult to reuse existing appliances and applications, and fail to provide a 
generic framework for ubiquitous computing spaces. 

Some projects like Smart-Its (Holmquist et al., 2004) provide some generic 
programmable framework although it relies on an specific hardware architec­
ture. An important contribution is the recent Framework for Programmable 
Smart Spaces project at the University of Florida. This project, presents a 
middleware architecture intended to be applicable to any pervasive computing 
spaces (Helal et al., 2005), which relies on the Open Service Gateway initiative 
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(OSGi) framework. There is no doubt that it is a good step, but we think some 
applications may need a simpler approach. 

The use of agent technology in ubiquitous computing has been motivated 
by the autonomy and AI applications that multiagent systems can introduce in 
ubiquitous computing (3ap,). 

AMAPOLA provides a novel approach for dealing with entities in ubiqui­
tous computing environments, in a simple way. The main key points of AMAP­
OLA is simplicity, security, and easy of use. Security is built into the system 
beginning for how this entities are identified. As we will see the implemen­
tation of the framework makes it very easy to use for developers to program 
applications in ubiquitous environments, we also provide tools to help the pro­
grammers in their tasks. 

All the information used by AMAPOLA is expressed using the Secure As­
sertion Markup Language (SAML) (S. Cantor, J. Kemp, R. Philpott and E. 
Maler, ed., 2005), which provides a popular standard XML-based framework 
for exchanging security information between online business partners. Secu­
rity information is exchanged in form of assertions. Broadly speaking an as­
sertion has an issuer, a subject or subjects, some conditions that express the 
validity specification of the assertion, and the statement (authentication, au­
thorization decision, or attribute). The assertion may be signed by the issuer. 
SAML also provide query/response protocols to exchange assertions and bind­
ings over SOAP and HTTP 

3. Identities and Group Management 
The AMAPOLA framework uses a naming schema, which is influenced by 

the distributed local name system of the Simple Public Key Infrastructure/Sim­
ple Distributed Security Infrastructure SPKI/SDSI (Ellison et al., 1999). Each 
entity in AMAPOLA is known as poppy^. A poppy can be any piece of soft­
ware taking active part in the framework, not only mobile and static agents, but 
also client applications directly controlled by a human. 

Each poppy is uniquely identified by ihtpID (poppy ID). In reference to the 
pID, we can find two types of poppies: 

Strong poppy (or simply, poppy) The pID is a public key. Entities with the 
ability to perform asymmetric cryptographic operations, have a pair of 
cryptographic keys. The public key acts as the identifier of the poppy. 
In order to make it more manageable one can use the hash of the public 
key as an abbreviation for the public key. It is important to note that 
given the properties of cryptographic keys, it is commonly assumed the 

• AMAPOLA means poppy in Spanish. 
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uniqueness of the public key, thus, we can assume that this kind of pID 
is globally unique. 

Weak poppy : The pID is the hash of an object. For entities not capable of 
carry out asymmetric cryptography operations, the identifier is computed 
as the hash of the entity code. If for some reason it is not possible to ob­
tain the hash of the poppy's code, the hash of a nonce (a random byte 
array) is used. In both cases, and given the properties of the hash func­
tions, we assume that the pID will be unique. 

Each poppy has an associated local name space called name container. The 
name container has entries: (<enti ty>, <local-naine>), where entity corre­
sponds to the poppy for whom the local name is being defined, and local-name 
is an arbitrary string. The entity may be specified as a/?/Z) or as SL fully qualified 
name (see below). 

For example, consider a poppy with a pID PKQ, which interacts with an­
other one with pID PK\ and wants to name it partner. The name container of 
the first poppy will have an entry of the form: {PKi, pa r tne r ) . Now on, 
the poppy PKi can be referenced by the name partner in the local name space 
of PKQ. An important issues is that a third parties can make a reference to a 
name defined in other name containers through di fully qualified name. A name 
container is identified by the pID of the owner, so the fully qualified name 
"Pi^o partner'' makes reference to the namt partner defined in the name con­
tainer of PKQ (which is PKi). Intuitively one could say that PKi is PKQ'S 

partner. 

Name Assertions 
Entries of a name container can be made public to rest of the world. This is 

specially relevant for groups and roles (see Section 3). In AMAPOLA, a local 
name may considered as an attribute associated to the corresponding poppy. 

A name container entry can be expressed as a SAML assertion, where the 
issuer is the owner of the name container, the subject is the principal and the 
name is expressed as an AttributeStatement. We denote such an assertion as: 

{{PKI , partner)}^ . - I 
^0 

— 1 where PKQ denotes the private key corresponding to the public key PKQ, 
which digitally sings the assertion determining the issuer or the owner of the 
name container where the name is defined. The assertion may also contain va­
lidity conditions, which are not shown for clarity reasons. As a consequence of 
the need for a digital signature, only strong poppies can issue name assertions. 
If a weak poppy needs to publish a local name from its name container, the 
assertion will have to be certified by another trusted strong poppy (for example 
one of the holders of the poppy, see Section 4). 
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Group Management 
The AMAPOLA naming schema, makes it very easy for a poppy to create 

groups or roles. For instances, a poppy PKadm can create a group friends 
with members PK a, PKi) and PKi (recall the previous example), with the 
following name assertions: 

{{PKi, friends)}pj.-i 
adm 

{{PK2, friends)} -1 
adm. 

{{PKo partner, friends)}p^ ^ 
adm 

This naming schema can also support role or group hierarchies, by means 
of group inclusion. This allows for the introduction of authorization Schemas, 
and access control systems such a Role-based Access Control (RBAC). In order 
to do it one can declare a group as member of another group. For example, 
consider the VO\Q family, which is a super-role of friends. That is, members of 
family also have the attributes (permissions, authorizations, etc.) associated to 
friends. And at the same time members of the rolt family are also members of 
the role friends. This may be expressed as: 

{{PKadm family, friends)}p^^-i 

We differentiate between three types of group management based on the 
leader of the group. The leader is the owner of the name container where the 
group is to be defined. Depending on how this leader is set, there may be: 

Single-leader group : this is the common scenario where a single leader cre­
ates and manages a group. The way to do it is the one discussed in the 
previous example. 

Set-leader group : in this case there is a set of users entitled to manage the 
group. As an example, imagine that there are three poppies: PKQ, PKI, 
and PK2, and want to be the set of leaders for the group intellcomm. To 
do that, the poppies may generate the assertions listed in Table 1. 

Table 1. Set-leader group management example. 

PKo 
{(PKo a, intellcomm)}PKo 
{{PKi a, a)}PKo 
{{PK2 a, a)}PKo 

P K i 

{{PKi a, intellcomm)}pKi 
{{PKo a, a)}PKi 
{{PK2 a, a)}pKi 

PK2 

{{PK2 a, intellcomm)}PK2 
{{PKo a, a)}pK2 
{{PKi a, a)}pK, 
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The members agree upon a random value a, enough large to insure no 
collision with names already listed in the name containers of each poppy. 
Each member issues a name assertion binding the group intellcomm to 
the random value, and then, they cross-certificate the a defined in each 
name container. 

The use of a ensures no collision with names already defined. Each 
poppy can now manage the membership of the group, and even add new 
leaders either through simple inclusion or adding it to the initial set (this 
last operation requires the approval of the whole set of leaders since they 
have to cross-certificate the new one). 

Threshold-leader group : In this case, a group of n poppies agree upon creat­
ing a group, but in order to add new members to the group, a subset of k 
leaders has to agree {k < n). In order to do it, we use a (/c, n)'threshold 
scheme (Desmedt and Frankel, 1992; Desmedt and Frankel, 1990). The 
n leaders generate a shared key, so in order to issue a valid name as­
sertion to define a new member, at least, the signature of k leaders is 
needed. The generated shared key acts as a virtual leader of the group, it 
is the key defining the group and sings the assertions. Name assertions 
are maintained by the leader of the group. This procedure is consider­
ably more complex than the previous ones, but its use will be sporadic 
since only applications with high security requirements will use it. 

In (Ellison and Dohrmann, 2003) the authors present as similar approach to 
the set-leader group, but there, the leaders of the group are not equals in terms 
of group membership. There is an original leader, which then adds new leaders 
to the group. In our case, a set of users can agree to set up a group, and all of 
them will have the same leadership level. 

4. Possession paradigm 
In order to provide the poppies with a management infrastructure, the A-

MAPOLA framework relies in a simple possession paradigm, A poppy may 
take control (take possession) of other ones to coordinate a given task. In this 
case we consider two types of poppies: 

Control Station (CS) poppy . A Control Station is a poppy that can control 
and manage other poppies. It will normally be a strong poppy, which 
can coordinate several entities to perform a concrete task. 

Simple poppy : A simple poppy (or simply, a poppy), is aae poppy that does 
not need to control or manage other ones. 

An important notion in AMAPOLA, is holdership and ownership. Each 
poppy has an owner associated to it. The ownership is an static and immutable 
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property of the poppy. It makes reference to the origin of the entity, which 
will normally be the creator of the specific application or service supplier. The 
owner of an entity is the ultimate responsible for the entity. If an entity mis­
behaves or produces some erratic execution due to bugs, the owner could be 
made responsible for it. The owner has also to take care of the execution of its 
entities, ensuring that an idle entity does not run forever idle, providing a poten­
tial denial of service. This is accomplished by a simple heart-breath protocol, 
where a CS from the owner may get the status of its entities every given period 
of time. There may be also third party applications monitoring the networks 
to detect malfunction and misbehavior such as distributed intrusion detection 
systems. 

Beside the owner, there is the holder. Each poppy can have one or several 
holders, or none if it is idle. A holder is a CS, which is using the entity for 
an specific application or service and normally for a temporary period of time. 
The notion of holder gives cause for the possession paradigm. 

Possession protocols 

The main idea is to provide protocols as simple as possible, that can be 
extended and combined to support more complex interactions. This protocols 
deal mainly with the management of poppies, and more precisely with the 
possession of entities, that is, how to become a holder of other entities, and 
related actions. These protocols are currently defined in SAML over FIPA^'s 
Agent Communication Language and ontologies, although given its simplicity 
it is easy to use other ontologies or languages. In fact, the last prototype uses 
SAML protocols over SOAP. 

The main possession protocols are: 

• Take-possession: this protocol allows a CS to become the holder of an­
other entity. This is achieved in a two step protocol where both entities 
interchange their public keys. 

• Terminate-possession: since the possession of a poppy is ordered and 
initiated by a CS, in a normal situation, it has to be terminated by the 
same CS. Only a holder of a poppy can ask for a termination of the 
current possession, and the CS stops being the holder of the poppy. 

• Revoke-possession: there are some situations where the held entity may 
initiate the termination of the possession. This situations does not cor­
respond to the normal operation between the holder and the poppy, thus 
we refer to them as revocation of possession. The revocation can occur 

^Foundation for Intelligent Physical Agents: http: //www. f ipa. org. 
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because the entity is detecting a malfunction, has to stop doing its tasks, 
is going to be stopped (shutdown, killed, . . . ) , or by direct indication of 
the owner. 

• Delegate-possession: a CS may delegate the possession of a poppy to 
another CS. This is very useful in situations where there are complex 
interactions between several CSs and entities, CSs can exchange their 
held poppies. This protocol is initiated by a control station C^i, in 
possession of a poppy, to delegate it to another CS, CS2. Then, CS\ is 
no longer a holder of the poppy, and CS2 becomes a new holder. The 
poppy cannot deny the delegation, nevertheless, after the delegation, the 
poppy can revoke the possession of CS2 if it needs to. 

This protocols can be used to handle single poppies or groups of them. To 
manage groups, the protocol is initiated with one of the group leaders, which 
is responsible for propagating the protocol to the other members of the group. 
Given that a CS can be the holder of another CS, possession can also be cas­
caded through entities. A CS may possess another CS, which in turns possesses 
another poppy. 

Some security considerations 

AMAPOLA was designed with security in mind, and the possession proto­
cols are an example. One of the objectives was to provide a practical frame­
work to accommodate several possible solutions. For instances, the posses­
sion protocols and principles makes it feasible to accommodate security pol­
icy models similar to the The Resurrecting Dwc/:/mg(Stajano and Anderson, 
2000; Stajano, 2001). There, a device recognizes as its owner the first entity 
that sends it a secret key^. The process is called imprinting. The policy de­
scribes several mechanisms to manage this imprinting, terminate it and so on. 
In our case the imprinting may be made by taking possession of the entity. One 
difference with the resurrecting duckling model, is that AMAPOLA allows a 
poppy to have more than one holder. 

An important issue in ad-hoc networks and ubiquitous computing in general 
is authentication. There are no warranties of having an on-line server that 
could act as an authority (even in a distributed fashion). Thus, the possession 
protocols may assume an anonymous authentication approach. When a CS 
wants to take control of a poppy that serves and audio stream, i does it. The 
CS does not need to know the identity of the poppy, it just needs to know that 
serves an audio stream and that it can be used. This idea is also used in trust 
management systems such as (Ellison et al., 1999; Blaze et al., 1999), which 

•'By secret key we refer to the key of a symmetric cryptogram. 
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claim that you do not really care who your interlocutor is, so long as she carries 
the right credentials. 

5. Implementation Details 
The initial implementation of AMAPOLA is made in Java on top of the 

Java Agent DEvelopment Framework (JADE) (h t tp : / / j a d e . t i l a b . com/). 
JADE is a popular open source multiagent platform, which also has a light­
weight version (JADE-LEAP) that can be executed in J2ME (Java 2 Micro 
Edition). 

AMAPOLA is intended to facilitate the development of applications in per­
vasive networked environments. It mainly consists of a simple API, which is 
presented to the programmer as services. There are currently three main ser­
vices: 

• Amapolaldentity: provides the identity of the poppy and naming related 
functionality, including the name container for the poppy. 

• ControlStationPoppy, provides the functionality for the possession pro­
tocols for a CS. 

• SimplePoppy: provides the functionality for the possession protocols for 
a simple poppy. 

To create a poppy, the programmer just has to include the required service 
in it main agent class. The way to do it is by composition and delegation, this 
way it does not interfere with the possible existing inheritance hierarchy of 
the agent. Thus we favor composition over class inheritance (Gamma et al., 
1995). Figure 1 shows a very simplified and schematic organization of the 
AMAPOLA API from the programmers point of view. 

Amapolaldentity 

PossessionService <| 

NameContainer 

SimplePoppy 1 

ControlStation 1 

Figure 1. Amapola API outline. 

AMAPOLA also provides tools to help in the development and testing of 
applications. The CS-console, presents to the user a graphical interface, which 
provides the main functionality of a CS so it can be used to test current appli­
cations or help in the development of new ones. 
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6. Conclusions 

In this paper we have presented AMAPOLA, a framework for developing 
appHcations in ubiquitous computing environments. It provides a simple dis­
tributed infrastructure to identify entities (called poppies) and manage groups. 
It also provides simple protocols to manage the entities. Security is an impor­
tant issue in AMAPOLA, as well as to easy the task of developers. We have 
outlined the implementation of the framework, which currently runs on top of 
a popular multiagent platform (JADE). 

The framework makes use of SAML to express the information and the 
protocols, which makes it easy to interact with other standardized applications 
in fields such as Web Services, or Grid. 
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Abstract Distributed and coordinated attacks can disrupt electronic commerce applica­
tions and cause large revenue losses. The prevention of these attacks is not 
possible by just considering information from isolated sources of the network. 
A global view of the whole system is necessary to react against the different 
actions of such an attack. We are currently working on a decentralized attack 
prevention framework that is targeted at detecting as well as reacting to these 
attacks. The cooperation between the different entities of this system has been 
efficiently solved through the use of a publish/subscribe model. In this paper 
we first present the advantages and convenience in using this communication 
paradigm for a general decentralized attack prevention framework. Then, we 
present the design for our specific approach. Finally, we shortly discuss our 
implementation based on a freely available publish/subscribe message oriented 
middleware. 

1. Introduction 

When attackers gain access to a corporate network by compromising autho­
rized users, computers, or applications, the network and its resources can be-

*This work has partially been funded by the Spanish Ministry of Science and Technology (MCYT) through 
the project TIC2(X)3-02041 and the Catalan Ministry of Universities, Research and Information Society 
(DURSI) with its grant 2003FI-126. 
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come an active part of a globally distributed or coordinated attack. Such an 
attack might be a coordinated port scan or distributed denial of service attack 
against third party networks — or even against computers on the same net­
work. Both, distributed and coordinated attacks, rely on the combination of 
actions performed by a malicious adversary to violate the security policy of a 
target computer system. To prevent these attacks, a global view of the system 
as a whole is necessary. Hence, different events and specifi c information must 
be gathered and combined from all the sources. This affects, for example, in­
formation about suspicious connections, initiation of processes, and addition 
of new fi les. 

We are currently working on the design and development of an attack pre­
vention framework that is targeted at detecting as well as reacting to distributed 
and coordinated attack scenarios [Garcia et al., 2004]. Our approach is based 
on gathering and correlating information held by multiple sources. We use 
a decentralized scheme based on message passing to share alerts in a secure 
communication infrastructure. This way, we can detect and prevent these kind 
of attacks performing detection and reaction processes based on the knowledge 
gained through alert correlation. 

In this paper we propose a decentralized infrastructure to share alerts be­
tween components. The information exchange between peers is intended to 
achieve a more complete view of the system in whole. Once achieved, one can 
detect and react on the different actions of a coordinated or distributed attack. 

The rest of this paper is organized as follows: We start with an introduc­
tion to the publish/subscribe communication paradigm in Section 2 where we 
present the advantages and convenience in using this model for our problem 
domain and analyze related work. In Section 3, we discuss the communica­
tion mechanism used to exchange information among the components of our 
system using xmlBlaster, an open source publish/subscribe message oriented 
middleware [Ruff, 2000] and present the current state of our implementation. 
We close with conclusions and give an outlook on future work in Section 4. 

2. Publish/Subscribe Model 

The publish/subscribe communication model is intended for group communi­
cation, i.e. for situations where a message {notifications) sent by a single entity 
is required by, and should be distributed to, multiple entities. It is often used for 
effi cient and comfortable information dissemination to group members which 
may have individual interests in arbitrary subsets of messages published. In 
contrast to multicast communication, clients have the possibility to describe 
the events they are interested in more precisely (e.g. based on the contents of 
the notifi cation). Clients can choose to either subscribe or unsubscribe to mes­
sages as time goes by, and all the subscribers are independent of each other. 
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Publish/Subscribe Systems 

A publish/subscribe system consists of at least one broker forwarding notifi -
cations published by clients to other clients that are interested in them. For 
scalability reasons, it is common to implement a distributed broker network 
that forms a so-called notification service through an overlay network consist­
ing of brokers. This service provides a distributed infrastructure for notifi cation 
routing which includes the management of subscriptions and the dissemination 
of notifi cations in a possibly asynchronous way. Clients can publish notifi ca­
tions and subscribe to fi Iters that are matched against the notifi cations passing 
through the broker network. If a broker receives a new notifi cation it checks if 
there is a local client that has subscribed to a fi Iter that matches this notifi cation. 
If so, the message is delivered to this client. Additionally, the broker forwards 
the message to neighbor brokers according to the applied routing algorithm. 
We refer to [Mühl, 2002] for a good survey on the fi eld. 

An example of a simple centralized publish/subscribe system is shown in 
Figure 1(a). Here, five clients are connected to a single broker: three clients 
that are publishing notifi cations and two clients that are subscribed to a sub­
set of the notifi cations published on the broker. Subscribers can choose to 
subscribe to the notifi cations available through the broker or cancel existing 
subscriptions as needed. The broker matches the notifi cations it received from 
the publishers to the subscriptions, ensuring this way that every publication is 
delivered to all interested subscribers. 

Publisher 1 

Published 
information 
is subscribed to 
and received by 
the subscribers 

I Publisher 2 I Publisher 3 

Subscriber 1 

Publisher 2 

rr 1 ^ 
or j ^ 

Subscriber 2 

.̂  

^ 
Publisher 3 

. ^ 

f N 
Subscriber 3 

(a) Simple publish/subscribe system. (b) Extended pub/sub system. 

Figure 1. Examples for publish/subscribe environments. 

This very basic publish/subscribe setup can be extended by connecting mul­
tiple brokers (cf. Figure 1(b)), enabling them to exchange messages. The ex­
tended design allows subscribers on one of the brokers to receive messages 
that have been published on another broker, further freeing the subscriber from 
the constraints of connecting to the same broker the publisher is connected to. 
Most available implementation make this transparent for the programmer by 
keeping the same interface operations as in the centralized design. This way, 
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an application can easily be distributed. The subscribers are able to formu­
late their interests based e.g. on the contents of the notifi cations and a special 
attribute they carry. This is known as content-based and topic-based subscrip­
tion, respectively. 

Topic-based subscriptions are easier to handle than content-based subscrip­
tions. Subscribers specify their interest in a topic and receive all messages 
published on this topic. Two different matching mechanisms are commonly 
used here. One matches subscriptions successfully to notifi cations if the topic 
of the subscription exactly matches the topic under which the notifi cation is 
published. Using this mechanism, topics become equivalent to "channels". 
The other mechanism arranges topics in a subject tree such that subscriptions 
not only match notifi cations if the topics are the same, but also if the topic of 
the subscription is an ancestor of the notifi cation topic in the subject tree (in 
this case, a topic becomes equivalent to a "theme"). 

Content-based subscriptions allow more sophisticated subscriptions on the 
cost of higher matching load and more complex routing decisions. Here, a 
subscription can be formulated extremely fi ne-grained based on the content of 
notifi cations using a query language that can be arbitrarily complex. Moreover, 
there does not have to be a system wide agreement on the set of topics as it is 
generally a good idea for topic based routing. 

Related Work 
Traditional client/server solutions for the prevention of distributed and coor­
dinated attacks can quickly become a bottleneck due to saturation problems 
associated with the service offered by centralized or master domain analyzers. 
A master domain analyzer is the entity on top of a hierarchy of IDSs consisting 
of multiple analyzers and different domains to analyze. Centralized systems, 
such as DIDS [Snapp et al., 1991] and NADIR [Hochberg et al., 1993], use 
this approach to process their data in a central node although the collection 
of data is distributed. These schemes are straightforward as they simply push 
the data to a central node and perform the computation there. Hierarchical ap­
proaches, such as GrIDS [Staniford-Chen et al., 1996] and NetSTAT [Vigna 
and Kemmerer, 1999], have a layered structure where data is locally prepro-
cessed and fi Itered. Although they mitigate some weaknesses present in cen­
tralized schemes, they still cannot avoid bottlenecks, scalability problems, and 
fault tolerance issues due to vulnerabilities at the root level. 

In contrast to these traditional designs, alternative approaches try to elimi­
nate the need for dedicated elements. The idea of distributing the detection pro­
cess has some advantages regarding centralized and hierarchical approaches. 
Mainly, decentralized architectures have no single point of failure and bottle­
necks can be avoided. Some message passing designs, such as CSM [White 
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et al., 1999] and Quicksand [Kruegel, 2002], try to eliminate the need for ded­
icated elements by introducing a peer-to-peer architecture. Instead of having 
a central monitoring station to which all data has to be forwarded, there are 
independent uniform working entities at each host performing similar basic 
operations. To detect coordinated and distributed attacks, the different enti­
ties have to collaborate on the detection activities and cooperate to perform a 
decentralized correlation algorithm. 

These designs seem to be a promising technology to implement decentral­
ized architectures for the detection of attacks. However, the presented systems 
still exhibit very simplistic designs and suffer from several limitations. For 
instance, in some of them, every node has to have complete knowledge of the 
system: All nodes have to be connected to each other which can make the ma­
trix of the connections, that are used for providing the alert exchanging service, 
grow explosively and become very costly to control and maintain. Another im­
portant disadvantage present in this design is that the different entities always 
need to know where a received notifi cation has to be forwarded (similar to a 
queue manager). This way, when the number of possible destinations grows, 
the network view can become extremely complex, which leads to a system that 
is not scalable. Other designs are based on flooding which makes the system 
easier to maintain on the cost of scalability, as the message complexity grows 
fast with the number of brokers. 

Most of these limitations can be solved effi ciendy by using a publish/sub­
scribe based system. The advantage of this model for our problem domain 
over other communication paradigms is on the one hand that it keeps the pro­
ducer of messages separated from the consumer and on the other hand that the 
communication is information-driven. This way, it can avoid problems regard­
ing the scalability and the management inherent to other designs, by means 
of a network of publishers, brokers, and subscribers. A publisher in a pub­
lish/subscribe system does not need to have any knowledge about any of the 
entities that consume the published information. Likewise, the subscribers do 
not need to know anything about the publishers. New services can simply be 
added without any impact on or interruption of the service to other users. 

3. Alert Communication Infrastructure 
This section describes the alert communication infrastructure and implementa-
tional details of our approach. As our motivation is not targeted on developing 
a new publish/subscribe system, we try to reuse as much available code and 
tools as possible. For our experiments we used xmlBlaster, an open source 
publish/subscribe message oriented middleware [Ruff, 2000]. It connects a set 
of nodes that build up the infrastructure for exchanging alerts using the inter­
face operations offered by the underlying middleware. 
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Alerts are formulated using XML as this is the standard format in xml-
Blasten Each message consists of a header fi Itering can be applied to, a body, 
and a system control section. Filters are XPath expressions that are evaluated 
over the header to decide if a message has to be delivered to a subscriber. We 
discuss the essential interface operations offered by xmlBlaster in the follow­
ing section. 

Interface Operations 

Conceptually, the alert communication infrastructure offered through xmlBlas­
ter can be viewed as a black box with an interface. It offers a number of op­
erations, each of which may take a number of parameters. Clients can invoke 
input operations from the outside, and the system itself invokes output opera­
tions to deliver information to clients. We list the main operations that are of 
interest for our work in Figure 2. 
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Figure 2. Black box view of a publish/subscribe system. 

To publish alerts, clients invoke the pub(a) operation, giving the alert a as 
parameter. The published alert can potentially be delivered to all clients con­
nected to the system via an output operation called notify(a). Clients register 
their interest in specifi c kinds of alerts by issuing subscriptions via the sub(F) 
operation, which takes a fi Iter F as parameter. Each client can have multiple 
active subscriptions which must be revoked separately by using the unsubQ 
operation. 

All these operations are instantaneous and take parameters from the set of 
all clients C, the set of all alerts A, and the set of all fi Iters J'. Formally, a fi Iter 
F G ^ is a mapping defi ned by 

F \ a —> {true, false} "iae A 

We say that a notification n matches filter F G ^ iff F{a) = true. We also 
assume that each alert can only be published once and that every fi Iter is as­
sociated with a unique identifi er in order to enable the alert communication 
infrastructure to identify a specifi c subscription. 
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Components and Interactions 
As shown in Figure 3, each node of the architecture is made up of a set of 
local analyzers (with their respective detection units or sensors), a set of alert 
managers (to perform alert processing and manipulation functions), and a set of 
local reaction units (or effectors). These components, the interactions between 
them, and the alert communication infrastructure, are described below. 

Sensors H Analyzers 
Cooperation 

Manager 

Correlation 

Manager 

Assessment 

Manager 
Effectors 

sub(LA),sub(EA) 
sub(CA),unsub(CA)j 

unsub(EA),unsub(LA) 
pub(ga),pub(ea) 

nottfy(la) 
notify(ea) 
notify(ca) 

sub(GA) 
unsub(GA) 

pub(aa) 
pub(ca) 

notify(ga) sub(AA) 
unsub(AA) 

Alert Communication Infrastructure 

Figure 3. Overview of the Attack Prevention Framework. 

Analyzers. Local elements which are responsible for processing local audit 
data are called analyzers. They process the information gathered by associated 
sensors to infer possible alerts. Their task is to identify occurrences which 
are relevant for the execution of the different steps of an attack and pass this 
information to the correlation manager via the publish/subscribe system. They 
are interested in local alerts. Each local alert is detected in a sensor's input 
stream and published through the publish/subscribe system by invoking the 
pubila) operation, giving the local alert la as parameter. 

Each notifi cation la has a unique classifi cation and a list of attributes with 
their respective types to identify the analyzer that originated the alert {Analyz-
erlD), the time the alert was created (CreateTime), the time the event(s) leading 
up to the alert was detected in the sensor's input stream (DetectTime), the cur­
rent time on the analyzer (AnalyzerTime), and the source(s) and target(s) of the 
event(s) (Source and Target), All possible classifi cations and their respective 
attributes must be known by all system components (i.e. sensors, analyzers and 
managers) and all analyzers are capable of publishing instances of local alerts 
of arbitrary types. 

Local alerts are exchanged using IDMEF messages [Debar et al., 2005]. 
The Intrusion Detection Message Exchange Format (IDMEF) is proposed as a 
standard data format for automated intrusion detection systems to raise alerts 
about events they report as suspicious. It allows analyzers and managers to 
assemble very complex alert descriptions. 
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Managers. Performing aggregation and correlation of local alerts and exter­
nal events is the task of managers. While using multiple analyzers and sensors 
together with heterogeneous detection techniques increases the detection rate, 
it also increases the number of alerts to process. In order to reduce the number 
of false negatives and distribute the load that is imposed by the alerts our archi­
tecture provides a set of cooperation and correlation managers, which perform 
aggregation and correlation of both, local alerts (i.e., messages provided by the 
node's analyzers) and external messages (i.e., the information received from 
other collaborating nodes). 

Cooperation Managers. The basic functionality of each cooperation man­
ager is to cluster alerts that correspond to the same occurrence of an action. 
Each cooperation manager registers its interest in a subset >Ĉ  of local alerts 
published by analyzers on the same node by invoking the sub(LA) operation, 
which takes the fi Iter LA as parameter, with 

^ ^ \ false , otherwise. 

Similarly, the cooperation manager also registers its interest in a set of related 
external alerts £A by invoking the sub(EA) operation with fi Iter EA as param­
eter, and 

true , a e. £a 
^ ^ ^ false , otherwise. 

Finally, it registers its interest in local correlated alerts CA by invoking the 
sub(CA) operation with 

CA{a) = l'!^' ' "̂ ,̂ ^ .̂ 
^ ^ [ false , otherwise. 

Once subscribed to these three fi Iters, the alert infrastructure will notify the 
subscribed managers of all matching alerts via the output operations notify(la), 
notify(ea) and notify(ca) with la E CA, ea E £A and ca E CA- All noti-
fi ed alerts are processed and, depending on the clustering and synchronization 
mechanism, the cooperation manager can publish global and external alerts 
by invoking pub(ga) and pub(ea). Finally, it can revoke active subscriptions 
separately by using the operations unsub(CA), unsub(EA) and unsub(LA). 

Correlation Managers. The main task of this manager is the correlation of 
alerts described in [Garcia et al., 2004]. It operates on the set of global alerts 
QA published by the local cooperation manager. To register its interest in these 
alerts, it invokes sub(GA), which takes the fi Iter GA as parameter with 

^ ^ [ false , otherwise. 
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The alert infrastructure will then notify the correlation manager of all matched 
alerts with the output operation notify(ga), ga e QA- Each time a new alert 
is received, the correlation mechanism fi nds a set of action models that can 
be correlated in order to form a scenario leading to an objective. Finally, it 
includes this information into the CorrelationAlert fi eld of a new IDMEF mes­
sage and publishes the correlated alert by invoking pub(ca), giving the notifi -
cation ca G CA as parameter. To revoke the subscription, it uses unsub(GA). 

The correlation manager is also responsible for reacting on detected secu­
rity violations. The algorithm used is based on the anti-correlation of actions to 
select appropriate countermeasures in order to react and prevent the execution 
of the whole scenario [Garcia et al., 2004]. As soon as a scenario is identifi ed, 
the correlation mechanism looks for possible action models that can be anti-
correlated with the individual actions of the supposed scenario, or even with 
the goal objective. The set of anti-correlated actions represents the set of coun­
termeasures available for the observed scenario. The defi nition of each anti-
correlated action contains a description of the countermeasures which should 
be invoked (e.g. hardening the security policy). Such countermeasures are in­
cluded into the Assessment fi eld of a new IDMEF message and published by 
invoking pub(aa), using the assessment alert aa as parameter. 

Assessment Managers. Another manager called assessment manager will 
register and revoke its interest in these assessment alerts by invoking sub{AA) 
and unsub(AA), Once notifi ed, the assessment manager performs post-proces­
sing of the received alerts before sending the corresponding reaction to the 
local response units. 

Implementation 

We deployed a set of three analyzers publishing ten thousand messages to eval­
uate our implementation of the alert communication infrastructure for the pro­
posed architecture. Therefore, we used the DARPA Intrusion Detection Evalu­
ation Data Sets [Lippmann et al., 2000] where more than 300 instances of 38 
different automated attacks were launched against victim hosts in seven weeks 
of training data and two weeks of test data. These messages were published as 
local alerts through the communication infrastructure, and then processed and 
republished in turn to three subscribed managers. The evaluation on the alert 
communication infrastructure proved to be satisfactory, obtaining a throughput 
performance higher than 150 messages per second on an Intel-Pentium M 1.4 
GHz processor with 512 MB RAM, analyzers and managers on the same ma­
chine running Linux 2.6.8, using Java HotSpot Client VM 1.4.2 for the Java 
based broker. Message delivery did not become a bottleneck as all messages 
were processed in time and we never reached the saturation point. This result 
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gives us good hope that using a publish/subscribe system for the communica­
tion infrastructure indeed increases the scalability of the proposed architecture. 

The implementation of both analyzers and managers was based on the libid-
mef C library [Migus, 2004] which was used to build and parse compliant ID-
MEF messages. The communication between analyzers and managers through 
xmlBlaster brokers was based on the xmlBlaster internal socket protocol and 
implemented using the xmlBlaster client C socket library [Ruff, 2000], which 
provides asynchronous callbacks to Java based brokers. The managers formu­
lated their subscriptions using XPath expressions, fi Itering the messages they 
wished to receive from the broker. 

4, Conclusions 
We presented an infrastructure to share alerts between the components of a 
prevention framework. The framework itself is targeted at detecting as well 
as reacting to distributed and coordinated attack scenarios through the use 
of the publish/subscribe communication paradigm. In contrast to traditional 
client/server solutions, where centralized or hierarchical approaches quickly 
become a bottleneck due to saturation problems associated with the service 
offered by centralized or master domain analyzers, the information exchange 
between peers in our design achieves a more complete view of the system in 
whole. We believe that this is necessary to detect and react on the different 
actions of an attack. We also introduced an implementation based on an open 
source publish/subscribe message oriented middleware and conducted experi­
ments showing that the architecture is performant enough for the application 
in real-world scenarios. 

As future work we are considering to secure the communication partners 
by utilizing the SSL plugin for xmlBlaster. This way, each collaborating node 
will receive a private and a public key. The public key of each node will be 
signed by a certifi cation authority (CA), that is responsible for the protected 
network. Hence, the public key of the CA has to be distributed to every node 
as well. The secure SSL channel will allow the communicating peers to com­
municate privately and to authenticate each other, thus preventing malicious 
nodes from impersonating legal ones. The implications coming up with this 
new feature, such as compromised key management or certifi cate revocation, 
will be part of this work. We are also planning a more in-depth study about 
privacy mechanisms by exchanging alerts in a pseudonymous manner. By do­
ing this, we hope that we can provide the destination and origin information 
of alerts {Source and Target fi eld of IDMEF messages) without violating the 
privacy of publishers and subscribers located on different domains. Our study 
will cover the design of a pseudonymous identifi cation scheme, trying to fi nd 
a balance between identifi cation and privacy. 



Decoupling Components of an Attack Prevention System Using Publish/Subscribe 97 

Acknowledgments 

The collaboration between J. Garcia, F. Cuppens, and F. Autrel sharpened 
many of the arguments presented in this paper. 

The work of J. Garcia and J. Borrell is funded by the Spanish Government 
CICYT Commission and the Catalan Government DURSI Ministry. Michael 
A. Jaeger is funded by Deutsche Telekom Stiftung. Gero Mühl is funded by 
Deutsche Telekom. 

References 

[Debar et al., 2005] Debar, H., Curry, D., and Feinstein, B. (January 2005). Intrusion detection 
message exchange format data model and extensible markup language. Technical report. 

[Garcia et al., 2004] Garcia, J., Autrel, F., Borrell, J., Castillo, S., Cuppens, F., and Navarro, G. 
(2004). Decentralized publish-subscribe system to prevent coordinated attacks via alert cor­
relation. In Sixth International Conference on Information and Communications Security, 
volume 3269 of LNCS, pages 223-235, Malaga, Spain. Springer-Verlag. 

[Hochberg et al., 1993] Hochberg, J., Jackson, K., Stallins, C, McClary, J. F., DuBois, D., and 
Ford, J. (May 1993). NADIR: An automated system for detecting network intrusion and 
misuse. In Computer and Security, volume 12(3), pages 235-248. 

[Kruegel, 2002] Kruegel, C (June 2002). Network Alertness - Towards an adaptive, collabo­
rating Intrusion Detection System. PhD thesis. Technical University of Vienna. 

[Lippmann et al., 2000] Lippmann, R., Haines, J., Fried, D., Korba, J., and Das, K. (2000). The 
1999 darpa off-line intrusion detection evaluation. Computer Networks, (34):579-595. 

[Migus, 2004] Migus, A. C. (March 2004). IDMEF XML library version 0.7.3. 
http://sourceforge.net/projects/libidmef/. 

[Mühl, 2002] Mühl, G. (2002). Large-Scale Content-Based Publish-Subscribe Systems, PhD 
thesis. Technical University of Darmstadt. 

[Ruff, 2000] Ruff, M. (2000). XmlBlaster: open source message oriented middleware. 
http://xmlblaster.org/. 

[Snapp et al., 1991] Snapp, S. R., Brentano, J., Dias, G. V, Goan, T. L., Heberlein, L. T, Ho, 
C, K. N. Levitt, Mukherjee, B., Smaha, S. E., Grance, T, Teal, D. M., and Mansur, D. 
(October, 1991). DIDS (distributed intrusion detection system) - motivation, architecture 
and an early prototype. In Proceedings 14th National Security Conference, pages 167-176. 

[Staniford-Chen et al., 1996] Staniford-Chen, S., Cheung, S., Crawford, R., Dilger, M., Frank, 
J., Levitt, J. Hoagland K., Wee, C, Yip, R., and Zerkle, D. (1996). GrIDS - a graph-based 
intrusion detection system for large networks. In Proceedings of the 19th National Informa­
tion Systems Security Conference. 

[Vignaand Kemmerer, 1999] Vigna, G. and Kemmerer, R. A. (1999). NetSTAT: A network-
based intrusion detection system. Journal of Computer Security, 7(1):37-71. 

[White et al., 1999] White, G. B., Fisch, E. A., and Pooch, U. W. (February 1999). Cooperating 
security managers: A peer-based intrusion detection system. IEEE Network, 7:20-23. 

http://sourceforge.net/projects/libidmef/
http://xmlblaster.org/


A P2P COLLABORATIVE FRAMEWORK FOR 
SMARTPHONEt 

Heien-Kun Chiang^ Feng-Lan Kuo^, Meng-Ting Chen' 

' Information Management Department, National Changhua University of Education 
hkchiang@cc.neue .edu. tw 
2 English Department & Graduate Institute for Children's English, National Changhua 
University of Education 
laflkuo@cc.neue.edu.tw 

Abstract. This study investigates the incorporation of peer-to-peer (P2P) 
computing model into smartphone, and discusses its potential benefits for 
collaborative mobile users. The goal of this study is to establish a P2P 
computing environment for network-capable smartphone. Besides, in order to 
support the interoperability of smartphones and allow them to share information 
seamlessly, this study proposes a service oriented P2P framework, utilizing 
XML and SOAP as the underlying communication media. A prototyping 
system of the proposed system is implemented. Its implications and applications 
are also discussed. 

1 Introduction 

Smartphone is a mobile device with the voice communication capability of cellular 
phone and the PIM (Personal Information Management) functionality of PDA. Its 
slim foam factor enables it to be carried around easily and its computing power and 
PIM capability allow businessmen to continue their work while on the run. The 
proliferation of smartphone is a crucial component of the anticipated development of 
pervasive computing. Experts predict that for smartphones to emerge into the 
pervasive computing environment they must be ease of use and must provide practical 
solutions to people's everyday problems [l].The wireless communication technology 
has also advanced at an unprecedented speed. The bandwidth of WLAN has gone up 
from 802.11b IIM bps to 802.11a 55M bps and many PDAs have built-in 802.11b 
WLAN network card. Furthermore, from GSM to GPRS, and now WCDMA, the 
bandwidth of cellular network has risen up from 9.6 kbps to 2M bps. Smartphones, 
with right networking device and access points of Bluetooth, WLAN, and WCDMA 
networks, are able to connect to the network and interact with other computing 
devices anytime, anyplace. This creates a dynamic, decentralized, ubiquitous 
environment where smartphones are able to share services with nearby devices after 
they have been discovered and they have established relationships with smartphones 
[2]. 
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The goal of pervasive computing environment is to provide a dynamic, active 
space where a spectrum of smartphones can freely communicate with each other and 
share resources. Through the seamless integration of heterogeneous smartphones, new 
functionality can be created, user productivity can be enhanced, human thought and 
activity with digital information can be augmented, and the overall daily tasks can be 
simplified [3]. In short, pervasive computing aims to unobtrusively assist work or 
recreational activities with information technology that optimizes the environment for 
people's needs no matter they are at home, office, or public spaces [4]. The current 
state of the art of pervasive computing is still in its infant stage, facing issues of 
providing effective supports to enhance the resources sharing and collaborative work 
for smartphones. 

In addition to the advances on mobile devices and wireless networks, the increase 
in computing power and storage capability of computers has offered peer-to-peer 
distributed model a new application area. The widespread use of Napster and Gnutella 
[5] has caused Peer-to-Peer (P2P) computing model to gain the attention of many 
researchers and companies alike. Most P2P researches focus on how to effectively 
lookup and utilize the resources in wired network or how to increase the performance 
of P2P model. However, issues regarding the interoperability of smartphones, the 
acquiring and sharing of services after being discovered, and the support of 
collaborative work after being connected in mobile network are not extensively 
researched. 

Fortunately, the emergence of Web services comes to rescue. Web services have 
been proposed by the W3C as the standard mechanisms for web applications to 
communicate and exchange information. The power of Web services comes from the 
interoperability and extensibility of XML. Through the standard programmatic 
interfaces, Web services can be combined in a loosely coupled way to achieve 
complex operations. Sophisticated value-added services can be delivered through the 
interaction of programs providing Web services [6,7]. This paper proposes a Web 
services based P2P collaborative framework to support the development of 
collaborative mobile applications for smarphones. By examining the architectural 
models of Web services and P2P, and the structural requirements of collaborative 
mobile applications, the proposed framework provides collaborative Web services and 
P2P facilities to allow smartphones to connect to each other dynamically and to share 
information seamlessly. 

2 Smartphones, P2P, and Web Services Model 

In post PC (Personal Computer) era, the trend of computing device moves towards 
small form-factor, light, and portable devices with faster processing speed and 
network connection ability. This is evident from the widespread use of diverse PDAs 
and lately smartphones. Figure 1 shows some of the most popular commercial 
smartphones and their features. 
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Model: 
OS: 
CPU: 
Mem: 
Screen: 
Net: 

MM: 

Palm Treo600 
Plam OS 5.2 

ARM 144 MHz 
32M + SD/MMC 
320 X 320 pixels 

CDMA,GRPS, Bluetooth 

EMS, MMS 

SonyEricsson P900 
Symbian EPOC 7.0 

ARM 156 MHz 
13M + SD 

208 X 320 pixels 
CDMA, GRPS, Bluetooth 

EMS, MMS 

Motorola MPx 
Mobile Windows 
ARM 200 MHz 

32M + SD/MMC 
240 X 320 pixels 
CDMA, GRPS, 
Bluetooth, WiFi 

EMS, MMS 

Fig. 1. Comparisons of three popular smartphones 

2.1 Smartphones 

The characterisitcs of smartphones making them ideal devices for collaborative 
mobile applications are: 
a. Network-ready: Most smartphones have at least one data communication chipset 

such as Bluetooth, GPRS or WCDMA. 
b. Mobility: With wireless network and smartphones, we are moving from an 

infrastructure of tethered computing and communications toward mobility. That 
is, smartphones enable us to work even when we are on the move. 

c. Multimedia: Smartphones are capable of recording/playing audio/video and 
playing mobile games in addition to the MMS. 

d. Virtuality: The software environment brought by smartphones is similar in 
functionality to their desktop counterpart to allow people to work whenever they 
desire and wherever they are. 

2.2 P2P Computing Model 

P2P was said to be the third network revolution since the invention of Mosaic Web 
browser. P2P is a communication model in which each party has the same capabilities 
and either party can initiate a communication session. In most cases, a node in P2P 
model can act both as a client and as a server depending on whether it acts as a 
requester or a servant. 

P2P can be implemented in hardware as the IBM's APPN (Advanced Peer-to-Peer 
Networking) that supporting the P2P communication model. Or it can be implemented 
as a software solution as the likes of Napster where a group of computer users with 
the same networking program connect with each other and directly access files from 
one another's hard drives. Contrasting to the P2P is the client/server model where a 
client makes a service request from a server which fulfills the request of a client. 
Typically, the server's computing power is far superior to the client. 

2.3 Web Services Model 

Nowadays, as more and more companies seek to conduct business over the Internet, 
the problem they face is how to make their applications work with those of their 
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customers and suppliers. With proprietary message format, companies can get their 
applications to talk to each other. However, as the number of applications goes up, the 
number of possible communication paths increase dramatically. One solution for this 
problem is to use middleware as the communication mediator but it does not scale 
well to large applications. 

Web services are applications that adopt a universal language to send data and 
instructions over the Internet to one another. The goal of Web services is to provide a 
flexible and cost-effective solution for enterprises conducting business on the Internet. 
Web services are open, distributed software components, and are built on top of the 
standards of XML, SOAP, WSDL (Web Services Description Language), and UDDI 
(Universal Description Discovery and Integration) [8,9]. Programmers can use their 
favorite programming language and operating system to describe and write Web 
services which can be invoked over the Web. Please see [10] for detailed descriptions 
of Web services. 

3 The Framework and Implementation 

To achieve the interoperability of mobile devices, this study proposes the Web 
services based service framework utilizing SOAP as the underlying message format to 
communicate with mobile devices of different platforms. 

Figure 2 shows the conceptual diagram of the proposed framework. Through the 
common interface of Web services module and the P2P mechanism, every mobile 
device can access the Web services offered by any locatable mobile device. This 
framework is particularly suitable for dynamic, ad hoc wireless network. But how 
does the Web services and P2P work in this environment? How does one mobile 
device know the status of the other in P2P way? To solve these problems, we design 
mechanisms which allow each mobile device to register its services. After a service 
provider has written and deployed its services, it registers them to the UDDI registry 
server, implemented as a SOAP server. Then, a service requester queries the SOAP 
directory server to see if there exists any service meeting its requirement. If there 
exists one, the SOAP server forwards the service provider's WSDL to the service 
requester to allow them to communicate with each other directly without the need of 
the SOAP server afterwards. This enables the P2P communication between the 
service requester and the service provider. Figure 3 shows the P2P communication 
process between two mobile devices. Notice that every mobile device can act as a 
client (service requester) or a server (service provider) depending on its role. 

The proposed framework has the following characteristics: 
• Web services: The services offered by a mobile device are encapsulated into Web 

services, facilitating a uniform communication path among peer mobile devices. 
• SOAP-based message: The delivery of message is based on SOAP. Thus, 

applications written in different programming languages and run on different 
operating systems can still communicate with each other to achieve the 
interoperability. 

• Service transparency: The location of a service provider is of no concern to a 
service requester since the binding between them occurs automatically. The 
selection of a service provider is done in server side and its selection criteria might 
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be distance or time, depending on the algorithm used by the server. 
Peer-to-Peer: Every mobile device is treated equally as a peer. Everyone has the 
ability to provide services for others and to use the services from others. This is 
important for mobile devices because (1) resources in every mobile device are 
scarce, and (2) performance of mobile devices can be maximized while the load of 
the server can be minimized. 
Ubiquitous service: Services might not exist when requested but the requester will 
be notified whenever they appear. This is achieved through UDDI. It eliminates 
the need of the service requester to continuously poll the server for the service. 
Extensible: The functionalities of applications can be extended by just adding new 
Web services modules and registering them onto the UDDI server. The 
programming effort is reduced since the database connection and P2P 
communication complexity are encapsulated in Web services modules, hidden 
from applications. 

Fig. 2. The conceptual diagram of the proposed framework 

Mobile Device A 

I Qient I Server I 

4. Call Mobile Device A 

S endM e ssage Web S em c e 

Netvi^oric 

3. Call Mobile Device B 
SendMessage Web Service 

[ CiientyServer [ 

Mobile Device B 

1. Regjster Service 

Fig. 3. The P2P communication process between two mobile devices 
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3.1 Layered Design 

The design of the proposed framework is based on layered architecture, as shown in 
Figure 4. In this approach, each layer supports certain functionality which is used by 
its immediate upper layer. 

The proposed framework consists of three layers. The system library layer consists 
of parsers for parsing XML, SOAP, WSDL, and UDDI messages. The P2P service 
layer is designed to facilitate the registration, indexing, advertisement, discovery, and 
notification of services of mobile devices. Collaborative mobile services and 
multimedia mobile services belong to the application services offered by mobile 
devices and are encapsulated into Web services. Examples of collaborative mobile 
services include file sharing, scheduling, instant messaging, and task arrangement. 
Multimedia mobile services include audio/video messaging, graphics drawing, and 
gaming. 

The advantages of this approach include: 
• Simplified design: By dividing functions to each layer, it is much easier to design 

and implement the framework since one only has to worry about implementing 
some functionalities for each layer. Besides, flaws are easier to track. 

• Adaptability: If a better algorithm is going to replace an old one in a certain layer, 
other layers will not be affected as long as interfaces between them stay the same. 

Web Services Layer 

Collaborative 
Mobile Services 

P2PS€ 

Advertisement 

jrv 

Multimedia 
Mobile Services 

ice Layer 

Notification | 

] 

Indexing | | Registry | | Discovery | 

XML 
parser 

System L 
SOAP 
parser 

!br ary Layer 
WSDL 
parser 

UDDIp 
arser 

Fig. 4. Layered design of the proposed framework 

3.2 Class Diagram 

Figure 5 shows the proposed framework's top level class diagram which is composed 
of seven classes: MoblntMsg (Mobile Instant Messaging), SrvSptWS (Service 
Support Web Services), MoblnfoShr (Mobile Information Sharing), MobGrpInfoMgt 
(Mobile Group Information Management), ContactWS (Contacts Web Service), 
TaskWS (Tasks Web Service), and ApptWS (Appointments Web Service)*. 

* Due to space limit, other classes are omitted here. 
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MoblntMsg 

^IPAddress 
i^Usemame 
i^GroupName 

'sendMessageQ 

^%endVoiceMessage() 
ÄgetVoiceMessageO 
l^sendDrawingMessageO 
I#getDrawingMessage() 
^setUserDataO 
^getUserDataO 
IfServiceQueryO 

^Service BindingO 
ÜDeviceStatusNotificationO 
I^DeviceDiscoveryO 
^XMLFileAccessO 

Contacts Web Service 

Con tac t s Data 

MSetContactsO 
Äe tCon tac ts () 
^XMLFileAccess () 

SrvSptWS 

1^'P Address 
^UserName 
^GroupName 

SregisterServiceO 
ÄetOnUneO 
SsetOffLineO 
^createGroupO 
J#joinGtDup() 
ÄexitGroupO 
adelet eGroupO 
PdevI ceStatusNct if icati on() 

iServiceQueryO 
iServiceBindingO 

^XMLFileAccessO 

MobGrplnfoMgt 

ÜIPAddress 
^ U s erName 
^GroupName 

^setContactsO 
SgetContacts() 
ÖsetTasksQ 
^getTasksQ 
"" etAppointmentsQ 

letAppointmentsQ 
ILFileAccessQ 

"T 

Tasks Web Service 

^taskData 

^SetTasksQ 
SGetTasksO 
^XMLFileAccessQ 

MoblnfoShr 

i^fileName 
•^filePath 
i^ipAddress 
.ifeus erName 

ÜsendFlleO 
tegetfileO 
ifsetFileSharinghfoO 
'""'getFlleSharinghfoO 

iXMLFIIeAccessQ 

Legends 

. service name 
- attribute 
• method 
-relationship 
aggregate 

Appointments Web 
Service 

appointmentData 

I^Set Appointm ents 0 
IjGetAppdntmentsO 

'XMLFIIeAccessO 

Fig. 5. Class diagram of Web services based P2P collaborative framework 

3.3 Implementation 

The proposed framework was implemented using Java programming languages. Two 
personal computers are setup as the UDDI register application server and SOAP 
application server. The UDDI register application server was implemented using 
IBM's UDDI service registry and the SOAP application server was built on top of 
Apache SOAP server. All Web services were implemented using Java and Sun 
Microsystems's J2EE SDK. Three Compaq iPAQ H3870 with D-Link 802.11b 
WLAN were used as test beds for smartphones. 
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3.3.1 XML Configuration and SOAP Message Format 

In order for the Web services based P2P collaborative framework for smartphones to 
work, there must be a mechanism for smartphones to know each other, to understand 
the capability of each other, and to communicate with each other. All devices related 
information is stored in a configuration file. Figure 6 shows an XML example of the 
status information of an iPAQ 3870 PDA with WLAN card. Other configuration files 
(not shown here) include user information, capability information, directory 
information, resource information, etc. 

<?xml version="1.0"?> 
<DeviceInfo> 

<DeviceName>iPAQ 3870</DeviceName> 
<OSInfo>PocketPC 2002</OSInfo> 
<DisplayCapability>64K Colors</ DisplayCapability 

> 
<CPUInfo>StrongARM</CPUInfo> 
<StoreageSpace>64MB</StoreageSpace> 
<ComputeCapability>206Mhz</ComputeCapability> 
<ElectricPo wer> 1400mAh</ElectricPower > 
<Connection>WLAN</Connection> 
<B andwidth> 11 Mbps</B and width> 

<!-
<!-
<!-
<!-
<!-
<!-
<!-
<!-
<!-
<!-

- device infor. -> 
- model --> 
- OS --> 
- screen —> 
- CPU --> 
- memory—> 
- computing power --> 
- electric power —> 
—network type --> 
- bandwidth --> 

Fig. 6. A device configuration expressed in XML 

3.3.2 SOAP Message Format 

Web services, based on the SOAP message, serve as the communication media. 
SOAP message is composed of Envelope, Header, and Body elements where Header 
and Body elements are the sub-elements of Envelope. Header contains the 
information of message arguments while Body contains remote methods definition 
and arguments. Figure 7 shows a file sharing SOAP message showing the device 
owner is Sam Chiang with IP 163.23.199.124 and its file directory information. 

<FileSharingInfo xmlns:m='urn:Foo'> 
<Owner ip=" 163.23.199.124" name="Sam Chiang7> 

<SharingInfo> 
<DIR name="\MY Documents"/> 
<FILE name="msg.wav" size="2522"/><nLE name="j531.jpg" size= 

<DIR name="\MyMusic"> 
<FILE name="Bon Jovi.mp3" size="66717> 

</DIR> 
</SharingInfo> 

</FileSharingInfo> 

'761957> 

Fig. 7. A file sharing SOAP message 
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4 A Collaborative Mobile Application Scenario 

As a concept proof of the proposed Web services based P2P collaborative framework, 
a collaborative mobile application for smartphones is built on top of the framework. 
The setup is as followings: one client running on top of iPAQ H3870 was 
implemented using eVB while another client running on another iPAQ H3870 was 
implemented using Java (using Jeode JVM). All servers are implemented by Java 
using Apache Tomcat, Sun Microsystems J2EE, and IBM's UDDI SDK. 

Figure 8 shows some interfaces of this collaborative application^ Figure 8a offers 
users and group management with functions of creating, adding, modifying, or 
deleting users or groups. Figure 8b shows a collaborative scheduling of a group of 
people. If there is no conflict among all people participated, then a new schedule is 
created and set. If there is a conflict, events are triggered to notify people with 
conflicting schedule. Figure 8c shows file sharing service which provides efficient file 
transfer with auto-reconnection and auto-retransmission. Figure 8d shows ink 
message service allowing people to communicate with each other using hand written 
script. Other services include answering machine service, real-time photo taking and 
transmitting service, Goolge search engine Web service, and so on. 

' "^CöltäBöFitlveXrTäng^PTocedüre -'" '•' M l S S ^ —Group 

Defaults 2: t [default 
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P IBM 
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m ,i,u, 
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j-Fiie Service j 
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I ß armigo 

F jj^ IJifipi^lllJ^ 
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: fS't Playlist.asx Stze:217 
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\l~ 
^ 0 

L 

1 B 
Alex 
IBM 
armigo 
John 
Brian 
Ying 
Ivan 

}Z1 
|Reateime| | Send | [Clear | 

(c) (d) 

Fig. 8. Some interfaces of a collaborative application 

The snapshots of interfaces are taken from PocketPC simulator for clarity. 
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5 Conclusion 

Because of the rapid development of computer and Internet technologies, the trend 
towards the integration of wired network, wireless network, and mobile devices is 
inevitable. Smartphones, with right networking device and access points of Bluetooth, 
WLAN, and WCDMA networks, are able to connect to the network and interact with 
other computing devices anytime, anyplace. The authors envision interoperability 
among smartphones or mobile computing devices will be a critical issue of pervasive 
computing. 

By examining the architectural models of Web services and P2P, and the structural 
requirements of collaborative mobile applications, this study built a Web services 
based P2P collaborative framework providing collaborative Web services and P2P 
facilities to allow smartphones to connect to each other dynamically and to share 
information seamlessly. As a proof of concept, a collaborative application based on 
the proposed framework was built where two iPAQ H3870 clients implmented using 
Java and eVB were ablie to communicate and share information with each other 
through Web services and P2P. Future work includes incorporating the location 
information of mobile users to provide a location-aware collaborative P2P framework; 
providing support for audio/video streaming to enable a realtime video conferencing; 
adding support for J2ME platform which has been popular lately. 
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A b s t r a c t Many services are provided by a structure of service components that 
are dynamically bound and performed by system components. Service 
modularity requires that service components can be developed sepa­
rately, deployed dynamically and then used to provide situated services 
without undesirable service interactions. In this paper we introduce a 
two-dimensional approach where service components are roles defined 
using UML 2.0 collaborations and system components are agents rep­
resenting domain entities such as users and terminals. The process of 
dynamic role binding takes place during service execution and provides 
general mechanisms to handle context dependency, personalisation, re­
source limitations and compatibility validation. A policy framework for 
these mechanisms is outlined. 

1. Introduction 
A service may generally be defined as an identified partial function­

ality provided by a system to an end user, such as a person or other 
system. The most general form of service involves several system com­
ponents collaborating on an equal basis to provide the service to one or 
more users. This understanding of service is quite general and covers 
both client-server and peer-to-peer services as described in [6]. A com­
mon trait of many services is that the structure of collaborating com­
ponents is dynamic. Links between components are created and deleted 
dynamically and many services and service features depend on whether 
the hnk can be established or not, and define what to do if it cannot be 
established (e.g. busy treatment in a telephone call). Indeed, setting up 
links is the goal of some services. For example, the goal of a telephone 
call is to establish a link between two system components, so that the 
users they represent can talk to each other. In the past this problem 
has often been addressed in service specific ways. It may however, be 

http://ntnu.no
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generalised to a problem of dynamic role binding^ i.e. requesting system 
components to play roles, such as for example requesting a UserAgent 
to play the b-subscriber in a call. The response to such a request may be 
to alert the end-user (if free and available), to reject the call, to forward 
it or to provide some waiting functionality (if busy). Which feature to 
select depends on what is subscribed, what other features are active, 
what resources are available, what the current context is and what the 
preferences of the user are. By recognising dynamic role binding as a 
general problem, we believe it is possible to find generic and service 
independent solutions. In fact, many crucial mechanisms can be asso­
ciated with dynamic role binding: service discovery; feature negotiation 
and selection; context dependency resolution; compatibility validation 
of collaborating service components, and dependency resolution. 

Modularity is a well-known approach for easing service development. 
Service modularity requires a separation of service components from sys­
tem components, allowing the former ones to be specified and designed 
separately from the latter ones, then be incrementally deployed and fi­
nally be hnked dynamically during service execution to provide actual 
services without undesirable service interactions. We will show that 
dynamic role binding mechanisms are crucial to achieve the desired sep­
aration and modularity and still be able to manage the complex mutual 
dependencies between service components and system components. It 
is desirable that such dependencies are not hard coded, but represented 
by information that can be easily configured and interpreted by general 
mechanisms, i.e. by some kind of policies. 

In this paper we present a service architecture where service modu­
larity and dynamic linking is supported by means of roles and general 
mechanisms for dynamic role binding. In Sect. 2 the main elements 
of the architecture are presented: agents mirroring the environment as 
system components; UML 2.0 collaborations and collaboration roles as 
service-modelling elements; and UML active classes as service compo­
nents. In Sect. 3 we show how the proposed architecture provides struc­
ture to service-execution policies and how dynamic role binding enables 
policy-driven feature selection with compatibility guarantees. Finally we 
conclude with a summary of the presented work. 

2. Agent and Role Based Service Architecture 
Fig. 1 suggests an architecture for service-oriented systems which is 

characterized by horizontal and vertical composition. On the horizontal 
axis, system components are identified that may reside in diff'erent com­
puting environments. This axis reflects domain entities (such as users. 
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Vertical composition 
(within an agent) 

Service 2 t 

Service 3 

service 
component 

- • Horizontal 
Terminal User Group User Terminal composition 
Agent X Agent y Agent z Agent w Agent k (within a service) 

Figure 1. Service Oriented Architecture 

user communities and terminals) and resources that must be represented 
in a service providing system regardless of what services it provides. On 
the vertical axis, several services and service components are identified 
that depend on the system components of the architecture. This two-
dimensional picture illustrates the crosscutting nature of services which 
is a well-known challenge in service engineering [4, 8] [9, 2]. 

In the following sections we will present our particular realization of 
this architecture. 

2.1 Agents as System Components 
In [6], Braek and Floch identify two principal system architectures: the 

agent oriented and the server oriented. The agent oriented architecture 
follows the principle that a system should be structured to mirror objects 
in the domain and environment it serves [3]. This is a general princi­
ple known to give stable and adaptable designs. Agents may represent 
and have clear responsibilities for serving domain/environment entities 
and resources and thereby provide a single place to resolve dependen­
cies. In the case of personalised communication services accessible over 
a number of different terminal types, this mirroring leads to a structure 
of Terminal Agents and User Agents as illustrated in Fig. 1. In addi­
tion there may be agents corresponding to user communities (e.g. the 
GroupAgent in Fig. 1), service enablers and shared service functionality. 
Several authors have proposed similar architectures, for example [21] 
and [1]. 

Note that such an agent structure reflects properties of the domain 
being served and not particular implementation details, nor particular 
services. It is therefore quite stable and service independent. At the 
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same time agents provide natural containers for properties and policies 
of domain entities like users, terminals and service enablers. 

2.2 UML Collaborations as Services and Roles 
as Service Components 

As illustrated in Fig. 1, a service is a partial functionality provided 
by a collaboration between service components executed by agents to 
achieve a desired goal for the end users. UML 2.0 collaborations [13] 
are well suited for service modelling as they are intended to describe 
partial functionahties provided by collaborating roles played by objects. 
An interesting characteristic of UML collaborations is that they can be 
applied as collaboration uses and employed as components in the defin­
ition of larger collaborations. This feature enables a compositional and 
incremental design of services, as we explain in [17, 7]. For instance, Fig. 
2 shows a collaboration specifying a UserCall service in terms of collab­
oration roles hnked by collaboration uses, which correspond to difi"erent 
phases and features of the service. It also shows a simple goal expres­
sion representing a desired goal state for the collaboration. Behaviour 
descriptions can be associated with the collaboration to precisely define 
the service behaviour, including precise definitions of the visible interface 
behaviour that objects must show in order to participate in the collabo­
ration. Collaborations thereby provide a mechanism to define semantic 
interfaces that can be used for service discovery and to ensure compat­
ibility with respect to safety and hveness (i.e. reaching the desired goal 
states) when linking service components, as we discuss in [18]. 

Ideally, service models should be independent of particular system 
structures. It can be argued, however, that it is necessary and benefi­
cial to take a minimum of architectural aspects into account [20]. The 
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challenge is to do this at an abstraction level that fits the nature of the 
services without unduly binding design solutions and implementations. 
In our architecture (see Fig. 1) the horizontal axis represents the agent 
structure and the vertical axis represents the services modelled as collab­
orations with roles that are bound to agents. The service-independent 
agent structure is therefore instrumental, since it helps to identify and 
shape roles, without introducing undue bindings to implementation de­
tails. At the same time it provides an architectural framework for role 
composition, role binding and role execution. 

In this service oriented architecture, service specific behaviour is the 
responsibihty of (service-) roles while domain specific behaviour and 
policies are the responsibility of agents. Interactions between roles and 
agents are needed primarily in the process of creating and releasing dy­
namic links, that is, the process of dynamic role binding. 

Roles need to be mapped to well defined service components, which 
can then be deployed and composed in agents to provide (new) services 
without causing safety or hveness problems. We do this by defining ser­
vice components as UML active classes with behaviour defined by state 
machines. Note that service components may implement one or more 
UML collaboration roles composed by means of collaboration uses, as it 
is roughly illustrated in Figs. 2 and 4. Each of these collaboration roles 
will correspond to a difi'erent service or service feature. We assume that 
service components are typed with semantic interfaces with well defined 
feature sets. This information is exploited when service components are 
dynamically linked within a service collaboration in order to ensure their 
compatibility in terms of safety and Hveness criteria, as explained in [18]. 
In addition, it is necessary to ensure that the service components can 
actually be bound to the intended agents. Their feature sets may also be 
restricted and dynamically selected during the binding process. These 
aspects will be discussed in the following sections. 

Note that, for the sake of simplicity, in the rest of the paper we will 
use the word role to name service components. 

2.3 Dynamic Role Binding 
Dynamic Role binding has three distinct phases: 

1 Agent identification^ which aims at identifying an agent by consult­
ing a nameserver or performing a service discovery. Some service 
features are related to the agent identification, e.g. ahasing, busi­
ness domain restrictions or originating and terminating screening 
features in telephony. 
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2 Role request, which aims at creating a dynamic hnk according to 
a semantic interface with an agreed feature set. This means to 
request the agent identified in phase 1 to play a role with a certain 
feature set, which can be negotiated. The role with the agreed 
feature set is finally invoked. The role request pattern [5] described 
in Fig. 3 provides one partial solution to this. Using this protocol 
any role can request an agent to play a complimentary role. If the 
agent is able to play the requested role, it invokes it and a link is 
dynamically established between the requesting and the requested 
roles, so that they can collaborate. This is illustrated in Fig. 2, 
where a Us er Agent is requested (invited) to play the b role in a 
UserCall collaboration. The response of the UserAgent in this 
case is to enable one of three features, represented as collaboration 
uses: Calling, Busy or Unavailable. 

3 Role release, which signals that a role is finished and has relea^sed 
whatever resources it had occupied. 

Once a role is invoked it can proceed autonomously, until it reaches 
a state where interaction with agents is again required for one of the 
following reasons: 

• it needs to bring a new role into the collaboration (i.e. create 
another dynamic hnk). In this case it first needs to identify the 
agent that should play the role and then initiate a role request to 
this agent, as explained above; 

• it needs to check what feature or feature set to select at a certain 
point in its behaviour, if this depend on agent poHcy (e.g. if mid-
call telephony services are allowed); 
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• it needs to signal to its own agent that it is available for additional 
linking, in response to an incoming role request (e.g. to perform a 
call waiting feature); or 

• it is finished and performs role release. 

Note that all cases except the second are related to dynamic role binding. 
Also note that a large proportion of features are discovered, selected and 
initiated in connection with dynamic role binding. 

3- Governing Service Execution with Policies 
Dynamic role binding is clearly a very central mechanism in service 

execution. As we have already pointed out, associated with dynamic 
role binding are such key issues as: service discovery, feature negotiation 
and selection, context dependency resolution, compatibility validation 
and feature interaction detection/avoidance. The challenge is to find 
general, scalable and adaptable ways of dealing with those issues. 

In general a role can only be bound to an agent without undesired side-
eff"ects if certain (pre-/post-) conditions hold. By explicitly expressing 
these conditions as constraints, we may check them upon role-binding 
and only allow the role to be invoked if they are satisfied. It is also 
important to give users the possibihty to express their preferences to 
control the selection of features when, for example, the requested service 
can not be delivered. In the following we will use the term policy to 
cover both general role binding constraints and user preferences. In 
doing that we adhere to the usual definition of pohcy that can be found 
in the computer-science literature: a rule or information that modifies 
or defines a choice in the behavior of a system [11]. 

The agent architecture discussed in the previous section provides a 
natural way to structure policies into three groups: 

• Role-binding policies, which constrain the binding of roles to agents 
at run-time. 

• Collaboration policies, which express constraints that must hold for 
a collaboration (i.e. a service) as a whole when it is executed. They 
aim at preventing actions that may compromise the intentions and 
goals of the collaboration. 

• Feature-selection policies, which control the triggering of context-
dependent service features. 

We will take a closer look at each of these policies in the following. 
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3.1 Role-binding and Collaboration Policies 
Role-binding policies represent conditions that must be satisfied for 

a role to be bound to an agent. These policies may be associated with 
agent types, so they shall hold for all instances of that type, or they 
may be defined for specific agent instances (usually describing user pref­
erences and/or user permissions). Finally, role-binding policies may also 
be associated with role types and they shall hold for all instances of that 
role type. 

The role-binding pohcies associated with a role type define constraints 
that the role imposes on any agent it may be bound to and, thereby, 
indirectly on system resources. For example, the role-binding policy of a 
role may require that role to be bound to a TerminalAgent representing 
a specific terminal type with specific capabihties (e.g. a PDA). 

The role-binding policies associated with an agent represent, on the 
contrary, constraints that the agent imposes on the roles it can play. 
When these policies are associated with an agent type, they represent 
constraints on the type and multiplicity of the roles that can be bound to 
the agent, as well as other constraints imposed by the service provider 
(e.g. that the user must hold a valid subscription to play a certain 
role). When they are associated with a particular agent instance, they 
represent user preferences and/or user permissions specifying when that 
particular agent should or should not play a certain role. These prefer­
ences/permissions can be seen to express context dependency (e.g. on 
location, calendar, presence or availability). For example, a user may 
define a role-binding policy for her UserAgent to express that it should 
only participate in a UserCall service, playing the ca l l ee role, if the 
invitation was received between 8 am and 11 pm. 

Collaboration policies express constraints that must hold for a collab­
oration (i.e. a service) as a whole when it occurs. We may associate 
collaboration policies with a UML collaboration, so that they shall hold 
for all occurrences of that collaboration. For instance, a collaboration 
policy may be associated with a conference-call collaboration to prohibit 
the agent playing the conference-controller role to temporally interrupt 
its participation in the service. This policy would specifically prohibit 
the conference-controller role to invoke the hold feature. Agent instances 
may also hold specialised collaboration policies that, in this case, shall 
only be satisfied for those occurrences of the collaboration where the 
agent participates. These policies may then represent user preferences. 
An important use of such user-defined collaboration pohcies is to con­
strain who participates in a service session. For personal communication 
services the identity of the agents participating in a service is important 
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(e.g. a calling user wants a specific user's UserAgent to play the b role 
- see Fig. 2). It is not only important who must be invited to a service, 
but also who cannot be invited. Some users may not want to talk to cer­
tain people, or they may not Hke, for example, to talk to a machine. We 
can easily solve this problem using collaboration policies by constraining 
the type and/or id of agents that can participate in a service session, as 
well as the roles they can play. For instance, if a user does not want to 
be redirected to an automatic-response machine, she may define a col­
laboration policy for the UserCall service constraining the participation 
of IVRAgents^ This pohcy would be held by her UserAgent, thus only 
afi*ecting UserCall services in which she may participate. 

Role-binding and collaboration policies are checked upon a role re­
quest by both the reques ter and the requested agents. The requester 
agent checks the collaboration policies associated to the service being (or 
to be) executed before the role request is sent. This is done to confirm 
that inviting the requested agent would not violate those policies (e.g. 
that a UserAgent representing an undesired user would not be invited 
when performing a forwarding). At the reception of the role request, the 
requested agent checks first the collaboration policies for conformance 
on joining the collaboration (e.g. to ensure that all other participat­
ing agents are welcome). Thereafter, it checks the role-binding policies 
concerning the requested role, which is only bound if those policies are 
satisfied. 

Policies defined for a collaboration (and its roles) are "inherited" when 
that collaboration is employed, as a collaboration use, in the specifica­
tion of other collaborations. Therefore, when a collaboration is bound 
to a set of agents for its execution, all policies defined for the collabo­
ration itself and for its sub-collaborations must hold. This is illustrated 
in Fig. 4. The upper part shows a collaboration specifying a Ful lCal l 
service. This service is a collaboration between four roles and it is com­
posed from the UserCall service described in Fig. 2 and two uses of a 
TermCall service, which specifies the collaboration between UserAgents 
and TerminalAgents. Policies have been defined for each of the roles 
and collaboration uses in Ful lCal l (P2-P8). In addition a pohcy (PI) 
has been defined for the Ful lCal l collaboration as a whole. The lower 
part of the figure illustrates a set of UserAgents and TerminalAgents, 
representing users and terminals, performing the Ful lCal l service. It 
is important to note that for this collaboration use (i.e. fox:FullCall) 
all and each of the pohcies defined for the Ful lCal l collaboration must 
hold. This is indicated by the annotation P1H-P2+. . . +P8. Moreover, each 
agent holds a set of role-binding, collaboration and feature selection poli­
cies, called P10-P13 in the figure, that also must hold in the execution 
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of f cxiFul lCal l . Therefore, if for example at :TermCaller had some 
collaboration policy that would not hold when inviting bt :TermCallee, 
fcx:Ful lCal l could not be completed. 

3.2 Feature Selection Policies 
A feature can be defined as a unit of functionality in a base service. 

In general, we can differentiate two types of features, depending on how 
they are selected and triggered: 

• features that are triggered within a role as part of its behaviour 
(e.g. call-transfer) 

• features that are triggered upon role-binding depending on the 
agent's context and policy (e.g. call-forward on busy subscriber) 

We refer to the first type of features as mid-role-triggered (or just mid-
role)^ and to the second as role-binding-triggered. Mid-role-triggered fea­
tures are selected as part of the role behaviour. If they may be disabled 
by policy decisions this should be agreed during a negotiation phase be­
fore the role is bound. Alternatively, the role may consult its containing 
agent concerning actual policies before invoking mid-role features. One 
example of such a feature is call-forward on no-answer. It describes an 
alternative behavior to the Us er Call service and it is triggered when 
the latter does not achieve its goal (i.e. contacting the end-user). 
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Role-binding-triggered feature selection occurs when an agent receives 
a role request. In that case the agent (1) checks its feature selection 
policies to determine if, in the current context, there is an alternative 
feature to be selected, without even trying to invoke the requested role. 
This may be the case if the following feature selection pohcy existed: 
^Vhen the b role is requested in a Us er Call and the (called) user is 
not at home, always select call-forward instead". This checking returns 
either the requested role (if no feature selection policy was satisfied) 
or an alternative one. The selected role is then target (2) for checking 
the collaboration and role binding pohcies to decide whether it may 
be actually invoked. If yes, a confirmation message is sent back to the 
requesting role. Note that if the role that is finally selected to be invoked 
is not the originally requested one, the confirmation message may be 
replaced by a negotiation phase (not shown in Fig. 3). If otherwise 
collaboration and/or role binding pohcies are not satisfied, (3) a search 
is again performed for a substitute role that may be invoked, and, if 
found, the process is repeated from (2), until a role with specific features 
is agreed and invoked. In addition, if an invoked role does not achieve 
its goal during the service execution, a search for an alternative role, 
implementing a mid-role-triggered feature, can be made once more (e.g. 
to invoke call-forward on no-answer). 

From the above explanation three generic events can be distinguished 
that trigger the selection of features describing alternative behavior. 
These events are: 

• OnRoleRequest, 

• OnUnsuccessfulRoleBinding^ and 

• OnNonAchievedGoal event. 

Feature selection pohcies can then be defined, by for example end-users, 
as event-condition-action (EGA) rules, where the event is one of the 
three just mentioned, the condition is expressed in terms of the context 
and the action is the selection of a feature. 

Note that up to now we have just talked about the use of feature selec­
tion policies to select features of a base service. However their potential 
is actually greater than that. There is nothing that prevents us from 
using feature selection policies to specify any service as an alternative to 
another one. That is, we may specify which event and condition leads 
to the substitution of a role X for a role Y, where roles X and Y are 
not necessarily related. In this case, the role at the requesting side must 
most likely be also substituted. A negotiation between the parties would 
then be necessary. 
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The use of policies for service-execution management and personal­
ization is not novel. For example, the Call Processing Language (CPL) 
[10] is used to describe and control Internet telephony services. With 
CPL users can themselves specify their preferences for service execu­
tion. Reiff-Marganiec and Turner [16] also propose the use of policies to 
enhance and control call-related features. The novelty of our work lies 
in the structuring of policies we make, based on the proposed service 
architecture. 

4. Conclusion 

We have presented a two-dimensional service oriented architecture 
where service components are roles defined using UML 2.0 collaborations 
and system components are agents representing domain entities such as 
users and terminals. Service modularity is achieved by the separation 
of service components from system components, and by general policy-
driven mechanisms for dynamic role binding that handle context depen­
dency, personalisation, resource limitations and compatibility validation. 
Central parts of this architecture, such as the role request pattern and a 
simple form of XML-based role-binding policy, have been implemented 
in ServiceFrame [5] and have been used to develop numerous demon­
strator services within the Program for Advanced Telecommunication 
Services (PATS) research program [14], which is a cooperation between 
the Norwegian University of Science and Technology (NTNU), Ericsson, 
Telenor and Compaq (now Hewlett-Packard). These experiments have 
confirmed that dynamic role binding is central not only to traditional 
telecom services, but also to a wide range of convergent services, and 
that explicit support for role-binding helps to manage the complexity of 
such services. The use of more advanced role-binding policies specified 
as BeanShell [12] scripts has also been studied in [19]. At the time of 
writing this paper, ServiceFrame has been extended with support for 
java-based role-binding, collaboration and feature selection pohcies that 
can be specified by both end-users and service providers to handle con­
text dependency [15]. 

An interesting problem that has not been treated is undesirable in­
teractions between two or more roles simultaneously played by an agent 
in diff'erent services. This is known as the feature interaction problem. 
We believe that our policy-driven mechanisms for dynamic role binding 
can help to avoid such interactions, if the agent maintains the consis­
tency between the policies imposed in different services. We are also 
investigating in this direction. 



Dynamic Role Binding in a Service Oriented Architecture 121 

Acknowledgments 
We wish to thank NTNU and the ARTS project for partial funding 

this work. G. Melby and K.E. Husa at Ericsson have been extremely 
valuable through numerous discussions and by implementing the core 
of the architecture. We are also grateful to the many MSc students 
that have contributed by making services using these principles and by 
proposing and prototyping role binding mechanisms. Finally we appre­
ciate all the input from our close colleagues J. Floch, R. T. Sanders, F. 
Krämer and H. Samset. 

Notes 
1. IVR stands for Interactive Voice Response machine 
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Abstract: Adaptable service systems are service systems that adapt dynamically to 
changes in both time and position related to users, nodes, capabilities, status, 
and changed service requirements. We present a formal model for the basic en­
tity used for the implementation of the service functionality in the Telematics 
Architecture for Play-based Adaptable Service systems (TAPAS). This basic 
entity is the role-figure, which executes in the nodes of the network. The for­
mal model is denoted as the role-figure model. It comprises behaviour specifi­
cation, interfaces, capabilities, queue of messages, and executing methods for 
role-figures. Its semantics is based on an ODP (Open Distributed Processing) 
semantic model and rewriting logic, and is used to prove properties such as: 
plug ability, consumption ability, and play ability. 

1. INTRODUCTION 

Service systems consisting of services realized by service components 
are considered. Service components are executed as software components in 
network nodes and terminals. A terminal is a node operated by a human user. 
Those generic components are denoted as actors. This name comes from the 
analogy with the actor in the theatre, where an actor plays a role in a play 
defined by a manuscript. We use role-figure as a generic concept for the 
actor which is playing a role. So services and service components are consti­
tuted by role-figures. The attributes of services, service components and 
nodes are formalised, stored and made available using the concepts o^ status 
and capability. Status is a measure for the situation in a system concerning 
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the number of active entities, traffic, and Quality of Service (QoS). Capabil­
ity is the properties of a node or a user defining the ability to do something. 

Telematics Architecture for Play-based Adaptable Service systems 
(TAPAS) is a research project which aims at developing an architecture for 
adaptable service systems. Adaptable means that the service systems will 
adapt dynamically to changes in both time and position related to users, 
nodes, capabilities, status, and changed service requirements. In TAPAS, 
adaptability is modelled as a 3-classes property: 1) Rearrangement flexibil­
ity, 2) Failure robustness and survivability, and 3) QoS awareness and re­
source control [1,2,3]. One objective is to gain experiences by implementing 
those various features. Parts of the specified functionality have been imple­
mented based on Java and web services platforms. The TAPAS architecture 
has been specified using various UML diagrams. 

However, it has been realized that the behaviour parts of the architecture 
lacks a formal foundation. The implementation software only contains pro­
gram code, while the UML diagrams only specify parts of the functionality 
informally. We need a model that can be used as a basis for the formal 
verification of the various issues related to adaptability. Mainly, this means 
that when a service is trying to adapt to a change in the service system, it 
will change some of its composing parts (for example by moving or creating 
new service components). We would like the formal model to ensure that the 
actions taken by the service will achieve its goal, and without harming the 
whole architecture. In this paper we present a formal model of the main 
component of the TAPAS architecture. This component is the role-figure 
and the formal model is denoted as the role-figure model. The model will be 
used to verify the behaviour of the role-figures, and will be the basis for the 
formal verification of certain properties of the system. 

Related works and TAPAS are discussed in Sec. 2 and 3, respectively. 
The semantics of the role-figure model is presented in Sec. 4, while its prop­
erties are discussed in Sec. 5. Section 6 concludes the paper. 

2. RELATED WORK 

The role-figure model must capture the features and properties of service 
adaptability. Various formal frameworks have been considered as candi­
dates. Process Algebras such as jt-calculus [4] have very powerful notations 
which abstract system elements in terms of processes and communication 
channels, focusing on the sequence of inputs/outputs. Specifying the TAPAS 
architecture and role-figures using process algebras is possible, but the speci­
fication would be very detailed and lengthy. Moreover, we are more con-
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cemed with the constructive states of the system than the input/output se­
quences. 

The ODP framework and the ODP formal model presented by Najm and 
Stefani in [5], and further elaborated with Dustzadeh [6] is also very interest­
ing. ODP computational objects have states and can interact with their envi­
ronment through operations on interfaces. The object interfaces and opera­
tions provide an abstract view of the state of the object. Access to the object 
is only possible through invocations of its advertised operations on a desig­
nated interface. ODP computational objects and role-figures have several 
similarities, e.g. the definition of interfaces and their dynamic creation, as 
well as the distributed operation invocation. 

The ODP formal model was based on rewriting logic theory [7]. The se­
mantics of the Rewriting Logic is based on the models of rewrite systems: it 
is applied to terms which are rewritten based on rewriting rules of the form 
t->t' (meaning the term t is rewritten to t'). This theory has been used for the 
formal specification and verification of many other systems, such as the Ac­
tor semantics [8], and the formalization of active network [9,10]. 

Our role-figure model is based on the ODP formal semantics, and Re­
writing Logic. 

3. TAPAS ARCHITECTURE 

In accordance with TINA architectural framework, TAPAS is separated 
into two parts: the computing architecture and the system management archi­
tecture. The computing architecture is a generic architecture for the model­
ling of any service system. The system management architecture, not de­
tailed in this paper, is the structure of services and management components. 

The computing architecture has three views: the service view, the play 
view, and the network view {Figure 1), The service view concepts are ge­
neric and should be consistent with any service architecture. Basically, a 
service system consists of several service components. 

The play view concepts are the basis for implementing the service view 
concepts. The concepts of actor, role, role figure, manuscript, capability and 
status have already been defined. Additional concepts are director, role-
session and domains. The director acts according to a special role and man­
ages the performance of different role-figures involved in a certain play. It 
also represents Siplay domain. Role-session is the projection of the behaviour 
of a role-figure with respect to one of its interacting role-figures. 

The network view concepts are the basis for implementing the play view 
concepts. In the network view, capability is provided by a node or is owned 
by a user. User, node, and capability have status information. A play domain 
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may be related to one or more network domain (a set of nodes), as a play 
may be distributed over several network domains. 
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Figure L Computing architecture - Play View and Network View 

The play view intends to be a basis for designing functionality that can 
meet the requirements related to rearrangement flexibility, failure robustness 
and survivability, and QoS awareness and resource control. The play view 
concepts allow service components to be instantiated according to the avail­
able capabilities and the status in the network. They also facilitate the han­
dling of dynamic changes in the installed service components, which occur 
due to changing capabilities, changing functionality, changing locations, etc. 

An important concept related to the role-session is the interface. Two 
role-figures can only communicate if they are connected via interfaces. A 
role-figure creates an interface locally and connects it to another interface in 
another role-figure. Sending a message is performed by the local interfaces 
of a role-figure. TAPAS core platform is a platform supporting the function­
ality of the play view by offering a set of methods. Role-figures will also 
interact with each other via signals that are used to interact with the behav­
iour of the role-figure, and thus performing the service. 

The role-figure model is a formal model of the role-figure implementa­
tion. The following aspects need to be included: 
- Role-figures are realized by actors and can be dynamically created; 
- Role-figures interact via role-sessions and are connected via interfaces. 

Messages are asynchronous; 
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- Role-figures comprise behaviour (an extended finite state machine), 
and methods used for management and control of actor objects; 

- Messages are: signals (used to interact with the role-figure behaviour), 
requests to invoke methods, and returns (results of the invoked methods); 

- The main role-figure methods are: 
- PluglnActor instantiates role-figures 
- PlugOutActor terminates role-figures 
- Createlnterface creates interfaces in role-figures 
- Behaviour Change changes role-figure behaviour 
- CapabilityChange adds or modifies capabilities 
- RoleFigureMove moves role-figure to new locations. 

The RoleFigureMove procedure is used to implement the role-figure mo­
bility. We believe this mobility is one of the keys to adaptability. To ensure 
that the moving role-figure will continue its execution after the movement, 
the following parts of the role-figure will be moved as well: 
- behaviour described by a specification 
" role-sessions and interfaces with other role-figures 
- consumed capabilities in the node 
- queue of incoming messages 
- executing methods (or the role-figure active tasks) 

In this paper we only handle the first three parts: behaviour, interfaces, 
and capabilities. Role-figure mobility management is further detailed in [11]. 

4, THE ROLE-FIGURE MODEL 

This section presents the semantics of the role-figure model. These are 
semantic rules defining the structure and the behaviour of role-figures. These 
rules are inspired by the semantics of the ODP computational model [5], 
based on the rewriting logic [7]. We will use the notations: 

«J b,f, g, h role-figure names; 
A,A',... B,B',... role-figures a and b as they evolve, respectively; 
/: a J: a ' interface names / andy, with their types a and a'; 
r=(>v/ = V/,W2=V2) record with fields wj and wj, having values V/ and V2; 

r,wi will be used to access the value of w/ in r; 
II asynchronous parallel operator; 
< insert operator; "a<b" only executes if a is not in b. 
> remove operator. ''a>b" only executes if a is in b. 

The operators ||, < and > are associative and commutative, with 0 as 
neutral element. 
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4.1 Role-figure components 

The semantics for the role-figure model is based on a Role-Figure Con­
figuration (RFC), which is a set of role-figures interacting asynchronously: 

RFC ::= 0 | RFCE | RFC || RFC 
RFCE ::- RF I MSG 
RF ::= (Name = string, Int == y» B^^ = ß, Cap = Jt) 
MSG ::- Req | Sig | Ret 

A role-figure configuration RFC is composed of parallel RFC Elements 
{RFCE), which is either a role-figure RF, or a message MSG. Three kinds of 
message exist: a method invocation request Req, a communicating signal 
Sig, and a method return result Ret. A role-figure RF has a name {Name) and 
is defined by a set of interfaces {Int), a behaviour {Beh), and a set of capa­
bilities {Cap). These parts (except Name) may evolve as the role-figure con­
sumes messages. Role-figure names are used to distinguish different role-
figures; however, as a simplification, we will omit this name in the rest of 
the article and assume A,A',... always stand for role-figure a. The defini­
tions of the role-figure are the following: 
Interface y ::= 0 | y < \j:a] \ y > \j:a] 
Behaviour ß 
Capabilities K 
Invocation req. Req 
Signal Sig 
Return Ret 
Argument list p 

Where: 
Y list of interface definition \j:a] where J is an interface reference of 

type a. Types of interfaces are discussed in the next paragraph; 
ß behaviour, based on an EFSM specification (see next paragraph); 
7t list of capabilities [can], en is a name denoting the type of capability. 

c denotes the capability identifier which is an instance or value of en. 
Req method invocation request sent by the role-figure src to the target 

interface tar, invoking method met with arguments arg and return ret. 
Sig signal called name, sent by the role-figure src to the target interface 

tar with argument list arg. 
Ret return from a method invocation sent by the source role-figure src to 

the target interface tar, with argument list arg. 
p argument list of parameters/?/,...,/?„ with types tj,..., tn, respectively. 

Interface types are defined as follow: 
a ::= {mj: methsig, ..., w„: methsig,sigj, ..., sigk) 
methsig ::= Nil \ p -^ return with p an argument list as defined earlier 

== 0 I 71 < [c'.cn'] 1 Jt > {c:cn'\ 
= {tar=j'.a, src^a, met = m:mn, ret = r,arg=p) 
= {tar=j:a, src = a, name = sig, arg-p) 
= {tar=j:a, src = a, arg=p) 
= {pi:tj^, ...,Pn:tn) 
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Where: 
mj, .., mn Method names; 
methsig Method signature with arguments argument and a return return', 
Sig},..,sigk signals with a name and arguments (i.e. like Sig, without src, tar) 

The behaviour definition, ß, is based on the operational semantics of the 
state machine model. We added to this EFSM the semantic the notion of 
stable states, which are states where a behaviour change is allowed: 

ß ::= {B = b : behaviour, St = st: state, Sg : g, So: s, Ss : s) 
s ::= {state], ..., state/) state names 
g ::= {sig, ..., sigf) signal names 

Where: 
B EFSM behaviour specification containing the state transition rules: 

triggering events, tasks performed, signals sent, and next states 
St current state 
Sg set of input signals (trigger events for state transition at current state) 
Sc set of successor states (next states after the firing of input signals) 
Ss Set of stable states (states where behaviour change is permitted) 

As a role-figure behaviour evolves and transits from one state to another, 
St, Sg, Sc, and Ss change and reflect the status of the role-figure behaviour. 

4.2 Behaviour evolution 

This section describes the set of rewriting rules that handle the behaviour 
of a role-figure. The general form of the rewriting rules for role-figure a is 
the following': 

1: A II T l ie II M > A ' | | 2 | | T ' | | 0 ' | | M ' if C 
Where: 
/ is a label. A and A' stand for role-figure a that evolves from A to A'. 2̂  is 
the role-figures created in this rewriting rule (e.g. I can be B meaning that 
role-figure b was created). Tand T 'are return sets, 0and 0'are signal sets, 
Mand M'are request sets. C is a condition. 

This general rewriting rule, inspired from [5], is used to handle the transi­
tions of any role-figure configuration. As such, a number of role-figures and 
messages (signals, requests and returns) can come together and participate in 
a transition in which some new role-figures and new messages may be cre­
ated. Some restrictions apply: 
- messages {returns, signals, and requests) are all consumed in a transition: 

T n T ' - 0 n 0 ' = M n M ' = 0 
- created role-figures are unique: BEH implies 6 is unique 

Recall that A and B define the role-figure elements RF whose names are a and b. 
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- created messages have their src field set to the role-figure that sent them, 
and tar is connected to an interface of an existing role-figure: 

\imsg E M 'UT 'U©' with msg.tar = [/:a], then: 
msg.src = a A [/:a] E A.Int 
A 3 Ä E RoleFigures\ j:a E B.Int such that connecteci(/,7)=TRUE 

- Messages must be received by the proper interface indicated in tar: 
Ifmsg E M U T U 0 with msg.tar = [/:a], then: 
3 [/:a] E AJnt with connected(/,7)=TRUE 

The predicate connected(/,7) checks that interfaces i,j are interconnected. 
This issue is left opened so no restriction is made on future implementations 
(for example, / can be made of the addresses of the local interface and the 
distant oney). 

The rewriting rules will handle behaviour evolution, communications and 
adaptability functionality. From now on, the role-figure parts will remain 
constant when applying the rules unless mentioned otherwise. 

The following set of rules handle behaviour evolution (intemalaction) 
and communication between role-figures: 

intemalaction: A -^ A' 
with: A.CapCA'.Cap A A\Beh.St ^ A.Beh.Sc U{A.Beh.St} 

send_request: A ^ A' || req 

Assume req = {tar=^i: a,src = a,met = m : mn,ret = r,arg = p): 
mn: argSm -^ returnm E a and r = returnm A p = argSm 

recv_request: A || req -» A' 
Assume ret = {tar==i: a,src = a,ret = r,arg = p)'-

mn: args^ -^ returnm E a and r = return^ A p = args^ 

send_retum: A -> A' || ret 
recv_retum: A\\ret ^ Pi! 
sendsignal: A -^ A' || sig 

Assume sig — {tar ^i: a, src = a, name = sig, arg = p): 
3 sigk E a such that sigk.name = sig 

recv_signal: A || sig -> A' 
sig E A.Beh,Sg => A',Beh.St E A.Beh.Sc 

Explanation of the rules is the following. 
internaI_action: the role-figure can change its capabilities and perform a 
state transition. 
send_request: a role-figure may invoke a method in another role-figure by 
sending a method invocation request via the appropriate interface. The 

^ RoleFigures denotes all the role figure names in the configuration. 

file:///imsg
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method signature must be declared in the type a of the target interface, and 
the arguments and return set in the request must match this signature. 
recv_request: when receiving a request, the method signature must be de­
clared in the type a of the interface, and sent arguments and return type must 
match this signature. 
send_return, recv_return: when sending or receiving returns, there is no 
additional restrictions: only basic type compatibility check is made'̂ . 
send_signal: a role-figure may send a signal to a role-figure due to service 
functionality. The signal must be declared in the type of the target interface. 
recv_signal: receiving a signal will trigger a state transition. 

Note that a state transition is allowed only during an internal action or 
when receiving a signal. 

Adaptability functionality is dealt with six special requests: plug in pi, 
plug out po, create interface c/, behaviour change be, capability change cc, 
and role-figure move mo. The corresponding rewriting rules are specialisa­
tions of send_request and recv_request, with specific constraints: 

Role-figure Plug in: A || pi -^ A' \\b pi,arg ::= (nameJoc,beh:ß, cap'.Jt) 

AJntQA'.Int A b=pi.arg.name A location(Ä) = pi.arg.loc 
A B.Beh = pi.arg.beh A pi.arg.cap QB.Cap 

Role-figure Plugout: A\\po -^ 0 po.arg ::= (name) 

VB, A.IntnB.Int ^ 0 : B-^B' with B'.Int = B.Int-A.Int 

Create Interface: A || ci -> A' ci.arg ::= (jj : ai,..., Jn: an) 

A'.Int = A.Int <"̂ j ci.arg.j. 

Behaviour Change: A || Z?c -> A' be.arg ::= (beh : ß, cSt: State) 

A.Beh.St^A.Beh.Ss =^ A'.Beh.B=bc.arg.beh A A'.Beh.St=bc.arg.cSt 

Capability Change: A\\cc -^ A' cc.arg ::= {pj\ cj, ,,.yPn' c„) 

A'.Cap = A.Cap <]^^ cc.arg.j. 

Role Figure move: A\\mo -^ A! mo.arg ::= (loc) 

A!.IntQA.Int A AJ.CapQA.Cap A location(aO == ^^-^^g-^^^^ 

Role-figure Plug in: this method plugs in a new role-figure named name at 
location loc. The created role-figure b will also receive its behaviour beh and 
capabilities Jt. Its interfaces will be added to A, the role-figure that received 
the request. We hide the complex process of director play management, ca­
pability allocation, etc. and describe it by a single rewriting rule. 

Concerning the sending, the arguments are not checked because they have already been 
matched by the method invocation request semantics. 
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Role-figure Plug out: a role-figure which receives this request disappears. 
All references to its interfaces are removed with additional rewriting rules. 
Create Interface: all the interfaces passed as arguments of this ci request 
will be added to the role-figure's interface definition, Int. Interface creation 
between two role-figures means that they will agree on the terms and condi­
tions of their future interactions. 
Behaviour Change: a behaviour change assigns a new behaviour to the 
role-figure, with a current state. It is allowed only in stable states A,Beh.Ss, 
Capability Change: this request changes the capability definition of the 
role-figure. Capabilities specified in the cc request are added to the role-
figure's capability set. Cap. 
Role-figure Move: this request moves a role-figure from one location to 
another. It is equivalent to a sequence of pi, be ci, cc, snidpo requests: a role-
figure is plugged in at the new location loc, with the behaviour, interfaces 
and capabilities of the original role-figure. The role-figure instance at the 
original location is terminated by apo method. 

5. ROLE-FIGURE PROPERTIES 

In this section we introduce requirements on role-figure configuration, 
and define properties to verify their correctness. This verification process 
takes place at the service system design phase to improve the service system 
at early design phases by identifying design errors. 

The role-figure configuration, rfc= {uj,..., UM, gh-',gN}, evolves through 
rfc-^rfc^-^.,. rfc^-^... . In every transition a role-figure a/ evolves through 
Ai by either consuming a message gj, generating a new message, or perform­
ing an internal action. Also, every interface in any of the role-figures is con­
nected to another interface in another role-figure. The role-figure configura­
tion is considered well-formed if and only if it obeys the rules and conditions 
constructed in the role-figure semantics. This role-figure configuration has 
three properties: Plug ability. Consumption ability, and Play ability. 

Plug ability. This property proves that a role-figure has been plugged in at 
certain location. We do so by ensuring that the consumption of a plug in 
request has achieved the plug in of a role-figure at the appropriate location. 
The required capabilities and behaviour of the created role-figure must also 
satisfy the requirements of the plug in request. This property is defined by: 
Ppiu.atiiity'- V r/c = {ai,...,a^„g„-.-,gN,g^/„^,J, g /̂,,,„ = piia„^^,loc.,be^,capset^l 

rfc '''"''" >rfc'\\a„^^ 

r/c'={a,,...,a^„gp--,gN} 
where , 

A3 = < Beh = < B = piJbeh. >, Cap = pi,capsetj >;location(a„^) = pi.loc^ 
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Consumption ability. This property proves that all messages generated by 
the role-figures during their execution will eventually be consumed: 

Pconsumpüonahility^ V T/C = {a„...,a^,g}, rfc—^->rfc' '̂ ^ '̂ >'--rfc^ ''^^' "̂ Aerminal 

suchthatj^''^^'^ r/c' = {a„...,a,,g.,...,g,}, l < / < ß 

I ''Aterminal ~ { ^ l ' - - - ' ^ o } 

The configuration consumes messages and evolves based on the actions 
that will occur after the consumption: messages may be generated that will 
eventually be consumed. This process terminates when there will be no mes­
sages in the configuration (note the number of role-figures O in rfcterminai is 
different from Min rfc). This property examines all terminal states of a con­
figuration and checks if they contain any unconsumed message (terminal 
states are states of the where no rewriting rule could be applied any fiirther). 

Play ability. This property proves that a role-figure, after its plug in phase, 
is playing or performing according to its predefined role. We have to verify 
that the role-figure behaviour is progressing, e.g. by marking certain states 
where something desirable happens as progress states, and examine if an 
execution of the system reaches such states. In play ability we only consider 
messages that are signals. There can be two types of this property: weak and 
strong Play ability. Weak Play ability proves that a role-figure has begun 
performing once it has been plugged in: at least one of the input signal gk of 
the role-figure has been consumed. Weak Playability is defined by: 

Kpiayabmty= V T/C = {a„ . . . ,3^,... ,aM,gp.• • ,g;v}' ^fc >• •'rf&-^^^rf&' 

[r/c'={a,,...,ai,...,ao,gp...,g„...,gp}, g„^ X\Beh,.Sg. 
such that' 

[r/c" = {a„...,ai,...,ao,g„...,g,_pg,,„...,gp 

Strong play ability requires that a role-figure is proved to be free of non-
progress cycles (a progression is achieved): 

Pspiayabiiuy- V r/c = {a , , . . . 3 , . . . , a^„g , , . . . , gN} rfc >-"rfc' ^'^'' >-"rfc^~' '^'''' >rfc^ 

['r/c''={a,,...a,...,ao,g,,...,gp}, 1 ^ ^ =s g 

such that] A,. >K\ >---A/->.--Af, 

[3st, e {X].Beh, St,,.• .,Af .ße/z, St, }, st, G a, U.p,,^_ 

The strong play ability requires knowledge of the role-figure state, which 
cannot be obtained by an external observation, as well as it requires knowl­
edge of whether a state in the behaviour specification is a progress state or 
not. This property shows that a role-figure, which is assumed existing 
throughout a given execution of a configuration, evolves. Furthermore, the 
behaviour of the role-figure is said to have progressed at least once - one of 
its current states has been a progress state. The only difference to the weak 
play ability is the denotation, «/1 Beh.Pwgress, which stand for the progress states 
in the role-figure behaviour. 
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6. CONCLUSION 

A formal model for the role-figures in the TAPAS architecture has been 
presented. Rewriting rules were used to describe role-figure behaviour as 
well as the three properties: plug ability, consumption ability, d^nd play abil­
ity. 

The plug ability property proves that a role-figure has been plugged in at 
certain location. The consumption ability property proves that all messages 
generated by the role-figures during their execution will eventually be con­
sumed. The play ability property proves that a role-figure, after its plug in 
phase, is playing (i.e. its behaviour is progressing). 

Although our experiences with modelling the role-figure and its proper­
ties are quite encouraging, the model we presented is just a first and prelimi­
nary step. The semantics and the dynamics of the role-figure model would 
benefit a more elaborated interface type theory: the behavioural types of 
Carrez et al.[12] can be used to describe the messages that are exchanged at 
the role-figure interfaces. Finally, the properties of the role-figure model 
may be extended to elaborate on the role-figure mobility management pre­
sented in [11], and used to verify the validity of mobility strategies (i.e. 
when and how to move). 
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A LOCALIZED ARCHITECTURE FOR DETECTING 
DENIAL OF SERVICE (DoS) ATTACKS IN WIRELESS AD 
HOC NETWORKS 

Mieso K. Denko 
Department of Computing and Information Science, 
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Abstract: In this paper we propose a reputation-based incentive scheme for detecting 
DoS attacks that target the network layer services. The scheme is based on 
clustering architecture to provide localized and scalable solutions. It involves a 
node history-based reputation update mechanism where more weights are 
given to the most recent reputation values. Load balancing feature was 
introduced to reduce the forwarding overhead on cooperative nodes. We 
evaluated the performance of the proposed scheme using simulation 
experiments. We studied a network with selfish nodes where the attack 
involves dropping packets. The effect of dropping control and data packets is 
investigated with and without load balancing. The results indicated that 
localized reputation-based incentive solutions can significantly increase packet 
delivery ratio in the presence of selfish nodes with limited communication and 
packet processing overheads. 

Key words: Clustering, DoS attacks, MANET, Reputation, Wireless Networks 

1. INTRODUCTION 

Lack of cooperation in Mobile Ad Hoc Networks (MANETs) can occur 
due to misbehaving nodes or lack of sufficient resources. Enhancing 
cooperation among nodes in the network can help in detecting and mitigating 
DoS attacks caused by misbehaving nodes. Misbehaving nodes can be 
malicious or selfish. Selfish nodes are nodes that participate in the network 
to maximize their own benefit by using the resources of the network while 
saving their own resources. Malicious nodes directly attack the network by 
disrupting its normal operation. Existing incentive mechanisms for enforcing 
cooperation can be classified into trade-based [1,2,4] and reputation-based 
[3,5,6,7] mechanisms. While the former uses a payment-based incentive, the 
latter uses mutual ratings based on the services they provide to each other. 
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While extensive work has been carried out on confidentiality, integrity 
and privacy attacks [15], the threat to network availability has received less 
attention. Existing studies on Denial of Services (DoS) attacks concentrate 
on the analysis of various attack scenarios targeting a specific layer [16], or 
propose a probing mechanism to detect misbehaving node targeting a 
specific network layer function [14], While using a probing mechanism can 
help in detecting DoS attacks, probing packets may introduce 
communication overhead in the larger network. Reputation rating coupled 
with localized probing mechanisms can alleviate the problem. 

In this paper we propose a reputation-based incentive mechanism for 
detecting DoS attacks targeting packet dropping. We use a clustering 
architecture to provide a localized monitoring mechanism and enhance 
scalability. The main contributions of this paper are: (a) it provides a 
localized and scalable architecture for reputation management in a 
distributed manner (b) it provides a node history-based reputation 
maintenance mechanism which gives more weights to the recent reputation 
ratings and; (c) a load balancing mechanism was introduced to reduce the 
traffic on heavily used cooperative nodes. 

The rest of this paper is organized as follows. Section 2 presents the 
description of the proposed scheme. Section 3 presents some optimization 
mechanisms to improve the reputation management. Section 4 provides the 
results of the performance evaluation. Finally, Section 5 presents 
conclusions and future work. 

2. THE PROPOSED SCHEME 

The DoS attacks can be active or passive. Active DoS attacks can modify 
the routing information or data packets, disrupt the network operation, or 
disable services by flooding the network or causing sleep-deprivation 
attacks. Active attacks on network routing include dropping packets, 
overloading routing traffic, routing table overflow and flooding. The passive 
DoS attacks do not alter the data but may result in packet dropping. 

The two main schemes used in handling DoS attacks are detection and 
prevention. The detection scheme involves locating the attacker and taking 
appropriate actions. Monitoring nodes activity or tracing the attacker can 
help in detecting a DoS attack source. Several tracing and monitoring 
mechanisms have been proposed in the literature [8,9,17]. The prevention 
mechanism thwarts the DoS attacks before the attack is launched. It does so 
by identifying the attack packet and taking action before it reaches the target 
to be attacked. Common mechanisms used on the Internet include ingress or 
egress filtering and route-based packet-filtering mechanisms. 
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2.1 Assumptions and goals 

A reputation based incentive mechanism was proposed for detecting the DoS 
attacks in MANETs. The mechanism motivates nodes to cooperate and 
detect DoS attacks caused by selfish nodes. It involves cluster formation, 
reputation data maintenance and the use of this information for DoS attacks 
detection and improving network performance. We make the following 
assumptions for the correct functioning of our scheme: (a) each mobile node 
has a unique ID and can join or leave the network freely, (b) each node 
knows its one-hop neighbors and operates in a promiscuous mode, (c) nodes 
are selfish but rational. 

2.2 An Overview of the Proposed Scheme 

Most existing reputation systems for MANETs [1,6,7], use global 
reputation computation and maintenance mechanisms. Since monitoring and 
detecting DoS attacks is a difficult task in a larger network, it is essential to 
design a mechanism that helps in reducing packet processing and 
communication overheads. A more suitable management strategy in this 
environment requires use of a distributed solution. A clustering architecture 
provides a distributed and scalable architecture for network monitoring, 
reputation data management and topology control. The localized and 
distributed feature also reduces the storage and communication overhead, 
thereby optimizing network performance [10]. 

Our proposal is based on the incentive mechanism presented in [12] and 
uses clustering architecture for localized reputation management. However, 
it can be built on top of any reputation system that uses localized control and 
management. The novelty of our scheme is the use of clustering to reduce 
the reputation data management overhead and improve the monitoring 
capability. The global reputation maintenance schemes may provide more 
data for decision-making, however, such schemes have several 
shortcomings. First, maintaining reputation data at every node congests the 
network by requiring each node to process multiple packets. Second, the 
exchanged information traverses multiple intermediate nodes and may be 
lost or altered. Third, such schemes require global synchronization and also 
incur high storage and communication overhead. Fourth, global reputation 
computation and maintenance is not scalable. 

We considered two categories of selfish nodes, namely, non-selective 
selfish nodes (denoted as type 0) and selective selfish nodes. The non­
selective selfish nodes drop both control and data packets. There are two 
types of selective selfish nodes denoted as type 1 and type2. The type 1 
selfish nodes participate in forwarding control packets but drop the data 
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packets. The type 2 selfish nodes forward data packets but do not participate 
in forwarding the control packets. 

2.3 Election of the RM 

Each cluster has a RM, multiple nodes and gateways. A RM is a node 
that is responsible for allowing inter-cluster communications and probing 
misbehaving nodes. For cluster formation, we use an aggregate index (/), 
which takes the node stability (7) and Reputation rating (/?) into account. 
The value of / is computed as follows: 

(1) 
I = aiT + a2R, where ai +a2 = 1. 

A node is eligible to become a RM only if it possesses the maximum 
aggregate index (7) compared to all its neighbors. A Hello message is used to 
maintain connectivity information. The node stability is determined by 
monitoring its cluster membership changes. Since reputation rating is one of 
the criteria used for electing the RM, the chance of electing a selfish node as 
RM is low. 

2.4 Localized Reputation Data Management 

The reputation data management process involves the development of 
strategies for the computation, storage and dissemination of reputation data. 
To distinguish between new and existing nodes, we maintain and exchange 
information about the node's age. This eliminates punishing recently-joined 
nodes that have not built their reputation yet. When a new node joins the 
network, an initial reputation value is assigned and the node's status is 
labeled as new. Its status will be monitored and its reputation ratings will be 
adjusted based on the service it provides. 

2.4.1 Reputation computation and maintenance 

Global detection of selfish nodes is a challenging task in MANETs, 
observing one-hop neighbors makes the management task easier. In this 
approach, nodes in each cluster monitor the behavior of their neighbors and 
update the reputation ratings. This is achieved by implementing the 
Watchdog mechanism [5] at each node. A watchdog mechanism detects non-
forwarding nodes by overhearing packet transmission from neighbors. It 
requires continuous monitoring by relying on a promiscuous mode of 
operation. The reputation information is assigned and maintained as follows. 
Each node maintains the reputation of its neighbors locally and reports it to 
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the RM periodically. Whenever a node-say A, gets service from node B, it 
rates the service by assigning (+1) for satisfactory service and by assigning 
(-1) for unsatisfactory service. The reputation rating is not exchanged among 
non-neighbors but is reported to the RM periodically. 

However, before assigning a negative rating (-1), a node makes multiple 
forwarding trials. If no response is obtained, (-1) is assigned and a new node 
is used for packet forwarding. The threshold time (k) for the forwarding trial 
is determined based on node mobility, link failure or network load. The 
value of k would be longer in the presence of higher node mobility, link 
failure or network load. At node level, the reputation rate is updated based 
on the node's own information. However, when there is a tie, or when a 
suspicious node is encountered, it uses the reputation maintained at the RM 
and combines it with its local reputation. The reputation rating of node B at 
node A is computed as the difference between the total number of packets 
forwarded and the total number of packets dropped, divided by the total 
number of packets received by the forwarding node. It is scaled to lie 
between -100 percent and 100 percent. The threshold value is 
experimentally determined to decide beyond which value a node is 
considered selfish or cooperative. At the RM, the average of the reputation 
rating of a node is computed based on the node's neighbors' reputation 
information. 

2.4.2 Packet probing at the RM 

Distinguishing selfish nodes from congested nodes helps in avoiding the 
punishment of cooperative nodes with depleted resources. It also helps in 
finding alternative routes for packet forwarding until the nodes can recover 
from failure. Although the reputation ratings maintained at each node can be 
used to determine non-cooperation, it is not sufficient to distinguish between 
selfish and faulty nodes. We use a probe packet sent by the RM to the node's 
neighbors to distinguish selfish nodes from faulty nodes. The RM requests 
reputation data from each member of its cluster as part of the probing 
activity. We call a node faulty if it is unable to participate in the network 
services because of lack of sufficient resources due to reasons such as power 
outage, the node's current position in the network, and software fault. For 
this purpose, we use the probing packets generated by the RM. It is 
generated based on request from the nodes or periodically based on the 
status of received reputation ratings from nodes. The probe packet is sent to 
all neighbors of the suspected node. Upon probing, to avoid false 
accusations, the decision to warn or suspend a node is made only if at least 
50 percent of the suspected node's neighbors report the misbehavior. A node 
with a warning status can be reinstated if it continues to cooperate. 



140 Mieso K, Denko 

Based on the probing results, a node that does not respond to all its 
neighbors is considered faulty, while a node that responds to only some 
nodes is considered selfish. 

The actions taken after detecting faulty nodes are different from those 
taken against selfish nodes. Based on the information received from the 
desired nodes, the RM will issue a warning message or suspension from 
services. When a node is detected to be selfish, it will be warned and isolated 
temporarily or permanently. For faulty nodes, there will be no penalty 
leading to warning or permanent isolation, however, its reputation rating will 
be reset to the threshold value given to new incoming nodes. Routes via 
these nodes will then be temporarily unused until they recover. 

OPTIMIZATION MECHANISMS 

3.1 History-Based Reputation Updates Mechanism 

The proposed incentive mechanism was built on top of a clustering 
architecture where nodes in each cluster collaborate in the detection of 
selfish nodes. Forwarding packets originated from cooperative nodes and 
refusing those generated from selfish nodes can motivate cooperation. 
Selfish nodes are isolated from the network only if they fail to cooperate 
after it's a period of warning. 

To prevent a node from misbehaving after achieving a certain high-level 
reputation in the network, we assign weights, while updating the reputation 
ratings with more weights. The process gives more weight to recent values 
and less weight to past values. Let Re and Ro be the current and the past 
reputation ratings respectively. Then, the updated reputation rating (/?„) is 
updated as follows: 

Ru = aRe + (l-a)Ro (2) 

Where a is a configurable parameter lying between 0.5 and 1. The values of 
Re and Ro are computed as described in section 2. 

3.2 Load Balancing for Cooperating Nodes 

When a node issues a query or forwards a packet, it uses the reputation 
ratings to bias its decision towards forwarding data through more 
cooperative nodes. Each node normally forwards a packet via a node with a 
higher reputation rating. However, such a mechanism procedure may lead to 
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overloading more cooperative nodes. Load balancing (LB) is one of the main 
issues that require attention among cooperative nodes that willingly forward 
packets to others. Load balancing enables distribution of the network load 
equally among all potential forwarding nodes. We have used randomization 
as a means of distributing the load among nodes with higher reputation 
ratings. 

We have implemented a probabilistic packet forwarding strategy among 
eligible nodes based on their reputation ratings. In this strategy, the 
forwarding task is accomplished probabilistically by choosing the next hop 
among all candidate nodes. This helps in balancing the load within the 
networks while overcoming the effect of packet dropping and selective 
forwarding. The basic steps for the load balancing procedure are: First, the 
source node selects a set {S) of nodes from its neighbors with reputation 
ratings above a threshold value; next, the source node sends a packet to a 
randomly selected node from the set S\ the process then continues until the 
packet reaches its destination. 

4, PERFORMANCE EVALUATION 

4.1 Performance Metrics 

The effects of the fraction of selfish nodes, network size and simulation time 
on the performance were investigated using the following five metrics. 

1. Average packet delivery ratio. Defined as the ratio of the total number 
of data packets received by destinations to the total number of packets 
sent by the source. 

2. Communication overhead. Defined as the ratio of the total number of 
routing and reputation related packets transmitted to the total number of 
packets transmitted including data packets. 

3. Processing overhead. Defined as the ratio of processing overhead 
introduced by reputation system to the total processing overhead 
including route computation and maintenance. 

4. Selfish node detection rate. Defined as the ratio of the total number of 
selfish nodes detected to the total number of selfish nodes in the network. 

5. False-positive ratio. Defined as the ratio of well-behaving nodes 
wrongly classified as selfish nodes to the total number of well-behaving 
nodes in the network. 
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4.2 Discussion of Simulation Results 

We carried out simulation experiments using NS-2 [11] with mobile nodes 
roaming in a 1000m x 1000m square area with a transmission range of 250 
m. The percentage of selfish nodes in the network lies between 0 percent and 
50 percent. The selfish nodes were randomly selected among 50-200 mobile 
nodes. The random waypoint mobility model [13] was used with an average 
speed of 10 m/s and pause time of 50 seconds. The communication pattern 
uses 20 Constant Bit Rate (CBR) traffic with a data rate of four packets per 
second. The Ad Hoc On Demand Distance Vector (AODV) [18] protocol 
was used for routing. 

The simulation results are shown in Figures 1 to 6. The data points in the 
graphs are based on the average of 20 simulation runs. Figure 1 shows the 
average packet delivery ratio with and without load balancing as a function 
of the fraction of selfish nodes. The delivery ratio decreases with the 
increase in the fraction of selfish nodes for both cases but with consistently 
better performance when load balancing is used. The results confirm that the 
use of the probabilistic forwarding mechanism reduces congestion at nodes 
with good reputations by increasing the packet forwarding and improving 
the packet delivery ratio. The simulation results in Figure 2 show that the 
selfish nodes detection rate increases from 91 percent to 99 percent with 40 
percent selfish nodes and from 86 percent to 97 percent with 20 percent 
selfish nodes. When the fraction of selfish nodes increases in the network, 
the probability of detecting them increases. This is because such a node can 
be a neighbor to at least one node and can easily be detected by these 
neighbors. However, as the simulation time increases, the detection rates for 
both scenarios become similar. 

Figure 3 shows that the false-positive ratio is between 2 percent and 4.5 
percent when 20 percent of the nodes in the network are selfish whereas the 
ratio is between 2.3 percent and 5 percent when 40 percent of the nodes are 
selfish. This implies that misclassification increases relatively with both 
network size and fraction of selfish nodes. Cooperative nodes can be 
classified as selfish due to reasons such as packet loss caused by link failure 
or congestion. Mobility also results in misclassification of nodes. Figure 4 
shows the simulation results of communication overhead as a function of the 
fraction of selfish nodes. The results indicate that the communication 
overhead increases slightly with an increase in the fraction of selfish nodes. 



A Localized Architecture for Detecting DoS Attacks 143 

0.1 0.2 0.3 0.4 0.5 

Fraction of selfish nodes 

Figure 1. Packet delivery ratio with 100 mobile nodes 
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Little difference was observed, however, between the networks of size 50 
and 100 nodes. The higher the percentage of selfish nodes, the slower the 
rate of increase, for larger network sizes. This implies that the use of 
clustering as a localized reputation data management scheme has introduced 
scalability and reduced communication overhead. 

Figure 5 shows the results of packet processing overhead for three 
different network sizes. The packet-processing overhead increases slightly 
with an increase in the fraction of selfish nodes and network size. There is, 
however, a slight difference between the networks of size 50 and 100. The 
difference between the overheads caused by the simulated network sizes 
decreases slightly with an increase in the percentage of selfish nodes. The 
overall results indicate that the clustering architecture is effective in reducing 
the packet-processing overhead. Figure 6 shows the average packet delivery 
ratio for the three classes of selfish nodes as a function of the fraction of 
selfish nodes. The use of the probabilistic forwarding mechanism reduces 
congestion that could occur at cooperative nodes by introducing load 
balancing at each node. Both type 1 and type 2 selfish nodes have less effect 
on the delivery ratio than type 0 selfish nodes. However, the difference 
between the effects of the three classes of selfish nodes decreases slightly 
with an increase in the fraction of selfish nodes. This is partly due the 
possibility of direct communication between source and destination pairs. 
The little difference between the effects of type 0 and type 1 selfish nodes on 
packet delivery ratio suggests that the packet forwarding function is more 
crucial in improving the packet delivery ratio. Thus, a mechanism that 
enables selfish node to perform only the route request or reply operations 
correctly does not guarantee that the packet forwarding function will be 
properly performed. 

5. CONCLUSIONS AND FUTURE WORK 

In this paper we proposed a reputation-based incentive mechanism for 
detecting DoS attacks in MANETs. A clustering architecture was proposed 
for performing reputation data management in a localized and distributed 
manner. The node's reputation ratings and stability were taken into account 
for electing the RM. Load balancing mechanism was proposed to reduce the 
traffic on heavily used cooperative nodes. We have used the simulation 
technique to evaluate the network performance in the presence of selfish 
nodes. Our simulation results indicated that the reputation-based incentive 
mechanism is effective in tackling DoS attacks that occur due to selfish 
nodes. We will continue to investigate the performance of our incentive 
mechanism for tackling the DoS attacks by incorporating security 
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mechanisms to improve network performance further. Our future work will 
also include comparisons of our scheme with existing similar schemes. 
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Abstract: In this paper, we explore the use of Fuzzy Petri Nets for QoS support in 
wireless ad hoc networks. We propose a fiizzy Petri nets technique for 
modeling and analyzing the QoS decision making for traffic regulation. 
The proposed model, called FPWIM, studies the fuzzy regulation traffic 
rules in order to deal with the imprecise information caused by the dy­
namic topology of ad hoc networks. The input parameters of FPWIM are 
the node mobility and the delay measurement received by a node as feed­
back information from the MAC layer. The output parameter of FPWIM 
is the traffic regulation rate necessary to avoid the possible congestion in 
the network. Different traffic and network motilities are considered by 
FPWIM in order to help make an efficient QoS decision for various net­
work conditions. 

Keywords: ad hoc networks; quality of service; fuzzy Petri networks. 

1. INTRODUCTION 

As a widespread use of wireless technology, the ability of mobile 
wireless ad hoc networks to support real-time services with Quality of 
Service (QoS) has become a challenging research subject. This challenge 
is due essentially to the fact that the wireless topology can change rap­
idly in unpredictable ways or remain relatively static over long periods 
of time. In addition, the dynamic topology of ad hoc networks generates 
imprecise and uncertain information, which may complicate the task of 
QoS and routing protocols. 

Some researches have focused on aspects such as QoS routing [7]-[8] 
and MAC layer [9]. Other recent researches have focused on presenting 
models that enable QoS support independent of the routing protocols. 
The most noteworthy QoS models attempting to establish comprehensive 
solutions for MANETs (Mobile Ad hoc Networks) are INSINGIA [2], 
SWAN [3], and FQMM [4]. We have proposed in [5], an intelligent QoS 
model with service differentiation based on neural networks in mobile ad 
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hoc networks named GQOS. In [6], we have developed the FuzzyMARS 
model which explores the use of a fuzzy logic semi-stateless QoS ap­
proach comparatively to using neural networks. The use of fuzzy logic 
showed very interesting results such as the reduction of the average end-
to-end delay of traffic. This study aims at giving a good analytical model 
for using fuzzy logic for traffic regulation in MANETs. 

The chosen model is fiizzy Petri Nets. The classical Petri nets [15] are 
not sufficient to model the dynamic topology of MANETs characterized 
by the uncertainty and imprecision information. It has been proven that 
the imprecise information can be represented efficiently by using Fuzzy 
Petri Nets model [10] [11] [12] [13]. 

The proposed fuzzy modeling scheme for traffic regulation aims to 
represent the dynamic adjustment of traffic transmission according to the 
network conditions. We called this model "FPWIM". FPWIM exploits 
the fuzzy concepts to model the QoS approach decision making. The 
representation of different fuzzy processes for decision making can be 
performed by formulating the production rules of these processes. Each 
fuzzy production rule is a set of antecedent input conditions and conse­
quent output propositions. We proceed to construct the previous aspects 
(the input and output parameters) of the production rules in order to bet­
ter represent and understand the process of traffic regulation in wireless 
ad hoc networks. The traffic regulation used to avoid the congestion 
depends on the traffic state and the dynamic topology of the network. 
The input parameters of FPWIM are the node mobility and the delay-
measurement. This later parameter is received by a node as feedback 
information from the MAC layer; it represents the time taken by packet 
to reach the destination. The delay measurement parameter can give in­
formation about the status of a network in terms of congestion. A big 
value of this parameter signifies that congestion may have appeared in 
the network. Therefore, the process of traffic regulation should be 
started. The amount of this regulation represents the output parameter of 
FPWIM. The fuzzy Petri nets tool is used for its efficiency and flexibil­
ity over other modeling tools in the aim of better modeling and represen­
tation the process of traffic regulation. 

This paper is organized as follows: in Section II, we describe the 
fuzzy Petri nets tool. Section III illustrates the fuzzy regulation traffic 
rules used by FPWIM. The fuzzy Petri nets model for traffic regulation 
is shown m Section IV. Finally, Section IV concludes the paper. 

2. FUZZY PETRI NETS 

Classical Petri Nets [15] do not have sufficient capacity to model the 
uncertainty in systems [14] [18]. This limitation of Petri nets has encour­
aged researchers to extend the exiting models by using the fuzzy reason­
ing theory [10] [11] [13]. The combination of Petri nets models and 
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fuzzy theory has given rise to a new modeling tool called Fuzzy Petri 
Nets (FPN). FPN formalism has been widely applied in several applica­
tions such as, fuzzy reasoning systems [16], robotics systems [12], and 
real-time control system [14], etc. 

In what follows, we give a brief description about the FPN modeling 
tool [10] [12]. Let consider FPN = (PN, CND, MF, FSR, FM). 

The tuple PN = (P, T, A, FW, FH) is called Petri nets if: (P, T, A) is a 
finite net, where [14]: 

P = {Pi, P2, ..., Pn} is a finite non-empty set of places, 
T = {Ti, T2, ..., Tn} is a finite non-empty set of transitions, 
^ c (P X D u (r X P) is a finite set of arcs between the places and 

transitions or vice versa. 
FW: A-^ N^ represents a weighting function that associates with each 

arc of PN a non-negative integer of N^. 
FHcziPxT): represents an inhibition function that associates a 

place p. eP contained in FH (Tj) to a transition Tj itself 
a) CND = {cdi, cd2,..., cdn} represents a set of conditions that will be 

mapped into the set P; each cd. e CND is considered as one input to 
the place P. eP. A condition cdi takes the form of "X is Z", which 
means a combination between the fuzzy set Z and the attribute X of 
the condition. For instance, in the condition "the delay measurement 
is small", the attribute "X = delay measurement" is associated to the 
fuzzy set "Z= small", but other fuzzy sets can also be considered (e.g. 
"Z = medium", "Z=large", etc.). 

b) Consider MF: w^(x)-^[0,1], a membership function which maps 
the elements of X (as defined in b.) into the values of the range [0,1]. 
These values represent the membership degree in the fuzzy set Z. The 
element x belonging to X represents the input parameter of the condi­
tion "X is Z", and Uz(x) measures the degree of truth of this condition. 
Note that the composition of membership function degrees of the re­
quired conditions is performed by fuzzy operators such as 
MIN/MAX. 

c) Let consider the following rule R^: "R^, if Xi is Zi and /or X2 is Z2 then 
A is B". The firing strength function of rule Ri (FSRi) represents the 
strength of belief in Ri. The conclusion of Ri (modeled by CSRi) can 
take one of the following forms: 

CSE, = MINiu^, (x,), w,2 (̂ 2)) = "zi (̂ 1) ̂  W.2 (̂ 2) 
CSR, = MAX(u^, {x, \u^, {x^)) = u^, {x,) v u^^ {x^) 

d) SWR is the selected wining rule RL among the n-rules Ri, R2, ...., Rn-
SWR is the rule which has the highest degree of truth. Let FSRLbe the 
corresponding firing strength of RL, then the selected rule SWR is 
given as follows: 

SWR = MAX(FSR,,FSR,,...., FSR J 

e) The marking task in FPN illustrates the satisfaction of events occurred 
during the performance of fuzzy rules. This marking function called 
"fuzzy marking" (FM) distributes the tokens over the places of the 
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nets. A token is the primitive concept used in classical Petri nets for 
the definition of their execution, 

f) The sequence 8 = {T^J^,...,T^)\s said to be reachable from a fuzzy 
marking FMi, if7; eTis a firable from FM .̂i e FM and leads to 
FMi+i e FM, for all transitionsT.eS. The firing of transition 
T.eT (Figure 1) is performed in two steps: a) T. removes tokens and 
then, b) T. places tokens. 

3. FUZZY REGULATION TRAFFIC RULES 
USAGE 

Most of fuzzy systems use the following form for modeling [1] [19] 
[17]: Rule R: if Ipi is A AND Ip2 is B then Op is C 
Where: 
- Ipi and Ip2 are the input parameters, 
- Op is an output parameter, 
- A, B, and C are fiizzy sets, 
- AND represent fuzzy operator, 
- The fuzzy conditions of rule R are "Ipi is A", and "Ip2 is B". 

The construction of the above aspects (inputs, outputs, and fuzzy 
sets) for performing the traffic regulation to avoid the possible conges­
tion depends on the traffic state and the dynamic topology of wireless ad 
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hoc networks. Thus, the previous fiizzy aspects can take various values: 
- The first input parameter: is represented by the Delay-Measurement 

(DM) at a mobile node. DM can be either small or large. 
- The second input parameter: is represented by the Node Mobility 

(NM). NM can either be slow or medium (note that "fast node mobil­
ity" is included in the case of "medium node mobility"). 

- The output parameter: is represented by the Traffic regulation rate 
(TR). TR can either be decreased or increased (slowly or largely). 
The aim is to help to establish production rules that make an efficient 

QoS decision. In the following, we explain the proposed fuzzy tool for 
the QoS decision making. Let consider the following fuzzy rule RL: 
Rule RL: if DM is small and NM is slow, then TR is increased largely. 

RL takes into consideration the input parameter of the feedback delay-
measurement DM and the node mobility NM. The traffic regulation rate 
TR represents the output parameter. Figure 2 illustrates FPN that models 
the dynamic aspect of the fuzzy rule RL. 
- Pacdi*. models the antecedent condition 1 (acdi) of RL; acdi = "DM is 

small". 
- Pacd2*. models the antecedent condition 2 (acd2) of RL; acd2 = "NM is 

slow". 
- TaMfl- models the membership function of the antecedent condition 1; 

- TaMf2- models the membership function of the antecedent condition 2; 

- PaMdi- models the membership degree value of the condition 1 of a 
rule RL. This value determines the satisfaction degree of the DM in­
put parameter to the fuzzy set "small". 

- PaMD2̂  models the membership degree value of the condition 2 of a 
rule RL. This value determines the satisfaction degree of the NM in­
put parameter to the fuzzy set "slow". 

- TFSCL* models the operation of minimum composition "MIN" be­
tween the antecedent conditions (e.g. condition 1 and condition 2) of 
a rule RL. The firing strength of RL is represented by the MIN opera­
tion: MIN(u,„,^„(DM\u,^^(NM)). 

- PFSCL* models the value of the firing strength of RL. This value de­
fines the degree of truth of the output proposition "TR is increased 
largely". 

4. FUZZY PETRI NETS MODEL FOR TRAFFIC 
REGULATION 

We consider the following rules: 
Ri: if DM is small and NM is slow then TR is increased largely, 
R2: if DM is small and NM is medium then TR is increased, 
R3: if DM is large and NM is slow then TR is decreased. 
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R4: if DM is large and NM is medium then TR is decreased largely. 
- Input parameters: The input parameter of the first antecedent condi­

tion of the rules Ri, R2, R3, and R4 is the delay measurement DM. 
The input parameter of the second antecedent condition of the rules 
Ri, R2, R3, and R4 is the node mobility NM. 

- Fuzzy sets: The fuzzy set of the antecedent conditions of the defined 
rules Ri, R2, R3, and R4 are: small, large, slow, and medium. 

- Antecedent conditions (acdi): The first antecedent condition (acdi) in 
the rules Ri, R2, R3, and R4 is: acdi: DM is small; acd2: DM is large. 
The second antecedent condition (acd2) in the rules Ri, R2, R3, and 
R4 is: acdi: NM is slow; acd2: NM is medium. 

- Output parameters: The output parameter of the rules Ri, R2, R3, and 
R4 is the traffic regulation rate TR. 

- The decisions making of the rules Ri, R2, R3, and R4 are: increased 
largely, increased, decreased, decreased largely, 

- The fuzzy logic operator used by the rules Ri, R2, R3, and R4 is AND. 
The fuzzy operator "AND" is used to combine the two antecedent 

conditions of each rule using the MIN fiinction. This provides the firing 
strength value for each rule. After that, MAX composition function is 
used to combine all firing strength values of the defined rules Ri, R2, R3, 
and R4 in the aim of determining the highest one that will be the selected 
wining rule. Figure 3 shows the fuzzy logic scheme for decision making 
of rules Ri, R2, R3, and R4. 

In what follows, we illustrate the steps of the proposed FPN model. 
a) Enter the input parameters into the places and transitions: 
- PIP = {Pipi, PiP2v-5 PiPn} is a set of places representing the input pa­

rameters. In the Figure 4, Pi and P2 represent respectively, the first 
(e.g. delay measurement DM) and second (e.g. node mobility NM) 
antecedent condition of the rules Ri, R2, R3, and R4. 

- TIP = {Tipi, TiP2, ...., TiPn} represents a set of input parameter transi­
tions. The transitions Tipi and TiP2 illustrated in Figure 4 are used to 
distribute respectively, the input parameters "DM" and "NM" for 
making the first and second antecedent conditions of the defined rules 
Ri, R2, R3, andR4. 

b) Represent the antecedent conditions, and compute the membership 
function for each condition. 

- Pacd= {Pacdb Pacd2, ••.•, Pacdn} is a sct of placcs that represent the ante­
cedent conditions. Pacdi and Pacd2 in the model presented in Figure 4 
describe respectively, the antecedent conditions "acdi" and "acd2". 

- TaMf = {TaMfl, TaMf2,• • • •, TaMfii} IS a sct of trausitious that represent the 
antecedent membership functions. TaMfi, TaMß, TaMf3, TaMf4 observed 
in Figure 4 represent the membership functions of respectively, 
u^^^XDM), u,^SDM), u,^SNM), u„,^,,JNM), 

- PaMd = {PaMdi, PaMd2,.--, PaMdn} is a sct of placcs that represent the 
antecedent membership degrees. The values of the place PaMdi indi-
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Decision making algorithm: 

Phase 1: enter the input parameters of the rules Ri, R2, R3, and R4. 

Phase 2: calculate the degree of truth of the antecedent conditions. 

Phase 3: apply the operation of minimum composition (MIN) with the fuzzy operator 

AND/OR in order to generate the firing strength value for each rule Ri, R2, R3, and R4. 

Phase 4: apply the operation of maximum composition to select the wining rule among the 

rules Ri, R2, R3, and R4. 

Phase 5: generate the output consequent of the selected wining rule. 

Figure 3. The fuzzy decision making mechanism of FPWIM 

cates the degree of satisfaction of the input parameter DM to the 
fiizzy set "small", 

c) Compute the firing strength of conditions 
- TFSC = {TFSCI, TFSC2, ...., Tpscn} represent a set of transitions that 

model firing strength conditions. For instance, the transition Tpsci 
shown in Figure 4 performs the operation of minimum composition 
(MIN) on the antecedent conditions of the rule 
Ri: MIN(u^^^,(MD),u^i^^(NM)). Note that the fuzzy operator AND is 
integrated with the MIN operation to combine the first and second 
conditions ofRi. 

- PFSC= {PFSCI, PFSC2, ...., Ppscn} is a set of places that represent the 
firing strength. Ppsci tokens are proportional to the number of antece­
dent conditions of a rule Ri. This number is shown by the label illus­
trated between the transitions TaMfi and the place PaMdi- The construc­
tion of the antecedent conditions of a rule Ri is performed by firing a 
transition Tpsci- The inhibitor arc designed between a place Ppsci and 
Tpsci is useful to note that Tpsci should fire one time. 
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Figure 4. FPWIM model 

d) Determine the selected wining rule among the activated rules: 
- TFMAX =" MAX {Ppscb PFSC2, •••, Ppscn} is a transition that models the 

maximum composition operation (MAX) for the defined rules. The 
firing strength value of a rule Ri is stored in the place Ppsci. 

- PwFsci represents the firing strengh condition FSCi of the selected 
wining rule Ri. The later rule is determined as in the following step. 

- Tpsp = {Tpspi, Tpsp2,.---, TpsPn} is a set of transitions that model the 
firing strength comparison. For instance, the transition Tpsps is useful 
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to make a comparison between FSC3 of the rule R3 and the selected 
wining firing strength WFSCi. 

- PswR = {PswRi, PswR2, ..•, PswRn} is a Set of placcs that models the 
selected wining rules. The rule Rj is selected to be fired if the place 
PswRi contains a token. 

e) The conclusion of the selected rules: 
- Tom = {Tömb TDm2, -.., Tomn} is a sct of transitions that represent the 

decision of the selected rule. Tomi deletes the firing strength values of 
other rules in order to fire only the selected rule Ri. 

- Pop is a place that models the output parameter. As shown in Figure 4, 
the place Pop represents the traffic regulation rate TR. 

- Pels = {Pcish Pcis2, •••, Pcisn} modcls a set of places that describe the 
different decisions of the defined rules. The places Pdsi, Pcis2, Pciss, 
and Pcis4 illustrate the following conclusions respectively, "increased 
largely", "increased", "decreased", and "decreased largely". Only one 
place among all places will contain a token which represent the con­
clusion of the selected wining rule. For instance, the conclusion of 
the selected rule Ri is "increased largely" if Tomi transfers a token 
from the place PSWRI to the place Pdsi. 

- ToMf = {ToMfb ToMß,...., ToMfn} IS a set of transitions that represent 
the output membership functions. TOMH, TQM^, ToMf3, and ToMf4 rep­
resent the calculation performed by the used fuzzy method to com­
pute the membership degree of respectively, 

lar%,e_increase 

(TR), 
increase 

(TR), u^^^^^^(TR), Ui^^_^^^^^^^(TR), 
- PoMd = {PoMdi, PoMd2, ...., PoMdn} IS a sct of placcs that represent out­

put membership degree. The places PoMdi, PoMd2, PoMds, and PoMd4 
indicate that the output parameters of "TR is increased", "TR is in­
creased largely", "TR is decreased", and "TR is decreased largely" 
are satisfied with the following membership degree,w,^^ i„crease(TR), 
Kcrease(T^R).^,ecrease(^^)^ ^^^e _äecreaseiTR) , rCSpCCt iVCly . 

5. CONCLUSION 

hl this paper, we proposed FPWIM which is a fuzzy Petri nets tech­
nique for modeling and analyzing the QoS decision making for traffic 
regulation in wireless ad hoc networks. We examined the fuzzy produc­
tion rules used for traffic regulation process by identifying the different 
parameters of each rule. The input parameters of FPWIM rules are the 
node mobility and the delay measurement received by a node as feed­
back information from the MAC layer. The output parameter of FPWIM 
rules is the traffic regulation rate required for reducing the possible con­
gestion occurred in the network. The established fuzzy production rules 
will help deal with changing network situations in terms of mobility and 
congestion. This allows making an efficient QoS decision for different 
variable network conditions. 
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Abstract Location-specific data retrieval is an attractive application in a Mobile Ad-hoc 
Network (MANET). Simple solution for it is that an observer retrieves the data 
by geocasting from an observer node, but its overhead highly depends on lo­
cation of the observer and the designated region. We propose a mobile agent 
approach. A mobile agent migrates from the observer node to a node in the 
designated region, retrieves data from there, and summarizes, filters, and com­
presses the retrieved data, This data is sent back to the observer, when the ob­
server request. Since the data is retrieved by the mobile agent located near the 
data sources, the data retrieval in the mobile agent approach would involve low 
overhead, even if the observer is far from the target region or moves around. In 
the MANET, however, even after the first migration, to stay near data sources, 
a mobile agent should migrate to another node in response to node movements.. 
In this paper, we propose the Geographically Bound Mobile Agent (GBMA) 
which is a mobile agent that migrates to always be located in a designated re­
gion. Moreover, to clarify where the GBMA should be located and when the 
GBMA starts to migrate, we introduce two geographic zones: required zone and 
expected zone. Compared with the conventional methods with geocast or with a 
conventional mobile agent, the GBMA with these zones for retrieving location-
specific data can reduce the total number of messages. 

Keywords: location-specific data retrieval, mobile ad-hoc network, mobile agent 

1. Introduction 

Mobile Ad-hoc Networks (MANETs) consisting of mobile wireless nodes 
that communicate with each other have been receiving great attention[l]. The 
MANET without a fixed infrastructure is expected to be effective in post dis­
aster areas where fixed infrastructures have been destroyed[2]. We believe 
that people under such situation become more voluntary and cooperative than 
usual, and that they will provide their personal mobile devices, such as PDAs or 
smart phones, to create and to maintain the MANET used for communicating 
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Figure 1. Applying mobile agent in a MANET 

with each other. In the post disaster area, location-specific data in particular is 
exchanged. For example, an observer may confirm a safety of missing people 
among patients in a certain hospital, locate disaster victims in a certain danger­
ous place, or inquire what goods are necessary at a certain shelter. We call the 
region in which the observer is interested designated region in this paper. 

Simple approach to the location-specific data retrieval is that an observer 
sends, from the observer node, messages to retrieve this data. Geocast based 
on directed flooding[4][5][6] can make this approach produce low message 
overhead. Geocast[3] is a subclass of multicast with the multicast group de­
fined by a geographic region, and is the delivery of messages to nodes within 
this region. Geocast based on directed flooding, such as LBM[4], Voronoi-
based routing[5], or GeoGRID[6], is a subclass of geocast whose messages are 
delivered by directed flooding. One of major protocols in them is LBM. LBM 
adopts directed flooding and defines forwarding zone. When receiving a LBM 
message, only a node in a forwarding zone described in this message forwards 
this message, and otherwise discards it. Because nodes in the forwarding zone 
is subset of whole nodes in a MANET, LBM reduces the message flooding 
overhead. Adopting LBM for the message delivery, the overhead of this ap­
proach can be reduced. We call this approach adopting LBM geocast simple 
geocast approach in this paper. 

However, overhead of the simple geocast approach highly depends on the 
location of an observer and a designated region, even if it adopts LBM. Con­
sider the case that the observer tries to survey the necessary goods at certain 
shelters. The observer is sometimes located far from the region, and exchanges 
data from there, as shown in Figure 1 (a). The circles represent nodes and the 
arrows represent message transfer. The observer (the circle at lower left) fre­
quently interacts with many evacuees in the shelter (the rectangle at top right). 
Then, data are exchanged many times between the observer and the evacuees. 
Moreover, one data exchange involves many message forwardings, since for­
warding zone covers a large region according to a distance between the ob-
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server and the shelter. As a result, for the observer far from its designated 
region or moving around, the simple geocast approach will produce the mas­
sive number of messages in spite of limiting the number of forwarding nodes. 

In this paper, we propose a mobile agent approach[7] for the location-specific 
data retrieval.In client/server applications, the use of the mobile agent migrat­
ing from a client node to a server node and interacting locally with the server 
can reduce network traffic[8]. We apply this scheme in a MANET. In our 
method, a mobile agent migrates from an observer node to an evacuee node 
in a designated region, and retrieves data from evacuee nodes in this region 
(Figure 1 (b)). After this migration, the mobile agent can retrieve the data 
via shorter length routes with a smaller number of messages. Therefore, the 
number of messages involved in the mobile agent approach would not highly 
depend on location of the observer and the designated region. 

However, conventional mobile agent may not provide sufficient solution for 
the data retrieval. Because each node in a MANET can physically move, the 
mobile agent host node may move apart from the designated region during the 
data retrieval. This increases of data retrieval overhead of the mobile agent and 
makes tracking of the mobile agent difficult. In response to node movements, 
the mobile agent should migrate among nodes while retrieving data, to remain 
in the designated region. We propose a mobile agent reactively migrating to re­
main the designated region in response to the host node movements, and name 
it Geographically Bound Mobile Agent (GBMA). This GBMA will provide a 
solution for the location-specific data retrieval. 

This section has presented the background of our work. The rest of this pa­
per is organized as follows. Section 2 describes details of the GBMA. Section 3 
discusses the effects of applying the GBMA, referring to the simulation results. 
Section 4 describes related works. Finally, Section 5 presents a conclusion. 

2. Geographically Bound Mobile Agent 
The GBMA is a mobile agent whose location is restricted geographically. 

GBMA must be hosted on a node located in a designated region, until the tasks 
are completed. When the current host node of a GBMA leaves the designated 
region, the GBMA should migrate to another node in the designated region 
to remain in the region. Restriction of the GBMA location provides two ad­
vantages. First, communications between the GBMA and nodes in the region 
will be relative stable and involve low overhead. Since they communicate via 
shorter length routes, these communications are hardly prevented by decou­
plings of MANETs and involve a small amount of messages. Second, locating 
a GBMA is easy and involves low overhead. Sender needs to discover the 
GBMA only from nodes in the designated region. 



760 K. Tei, N. Yoshioka, Y. Fukazawa and S. Honiden 

reäuifed to^e 

Jr-4—^ 
1^ 

Expected 2one X 

required zojw V 

a.migraliofi ^ 

rj«üü;^d^ zon«^ _̂ .M U- » 

(a) (b) (c) 

Figure 2. GBMA migration based on expected zone 

However, it is difficult to determine when does start the remigration. The 
following actions are performed after starting GBMA migration until finishing 
migration: search for nodes in the designated region and routes to them, select 
a candidate node based on the aggregated node states, deactivate the GBMA, 
transfer its program code and data to the candidate node via the discovered 
route, and reactivate the GBMA on the candidate node. These actions cause 
migration latency. If a GBMA starts migration after its host node leaves the 
designated region, it remains outside the designated region until these actions 
are finished. While it remains outside the designated region, messages sent to 
it are not received. It must start its migration before its host node leaves the 
designated region. On the other hand, too early determination of the migra­
tion causes needlessly frequent migrations. To reduce the total duration for 
these migrations, the frequency of its migrations should be low. Therefore, the 
GBMA must start its migration at an appropriate timing. To define the desig­
nated region and to easily adjust the start timing of GBMA migration and the 
migration frequency, we propose two zones for the GBMA: the required zone 
and the expected zone. 

2.1 Required zone and expected zone 

A required zone is defined to clarify the region in which the GBMA should 
be located. The GBMA must be on a node in the required zone. The required 
zone, which restricts the GBMA location, can be also used when someone 
sends a message to the GBMA. The sender geocasts with a geocast region 
represented by the required zone. If the node receiving the message hosts the 
GBMA, the node passes the message to the GBMA. 

On the other hand, an expected zone is defined to clarify the start timing 
and the frequency of GBMA migration. Figure 2 shows the GBMA actions 
based on the expected zone. The expected zone must be within the required 
zone. The GBMA continues to execute its own tasks while it is in the expected 
zone. When it detects that its host node is outside the expected zone, it starts to 
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search for other nodes located in the expected zone and routes to them (Figure 
2 (a)), selects one (Figure 2 (b)), and migrates to it through the discovered 
route (Figure 2 (c)). A start timing and a frequency of GBMA migration can 
be easily adjusted by modifying the expected zone size. 

2.2 Application example 
We take up data retrieval in a post disaster area described in Section 1, and 

describe the behavior of the GBMA. An observer surveys goods needed by 
evacuees in several shelters via a MANET. For each shelters located far from 
the observer, the observer uses GBMAs to retrieve data about necessary goods. 

Figure 3, GBMA behavior example 

Consider the case illustrated in Figure 3. The observer is interested in shel­
ter A. First, the observer configures a required zone represented by coordinates 

yreqmax) and an expected zone represented 
by coord inates {Xexpmin, yexpmin) and (Xexpmax, Vexpmax) tO the G B M A . 

i^reqmin, yreqmin) and {xreqmax, Vreqmax) are Set to a region that includes the 
shelter A. [Xexpmin') yexpmin) and (Xexpmax') yexpmax) are sct to be withm the 
requested z o n e : xexpmin ^ ^reqmin^ yexpmin ^ yreqmin^ Xßxpvnax S Xj-ßqjjiax^ 

and yexpmax S yreqmax' ^ O n i l g u n n g \XQxpmini yexpmin) and [X^xpniaxi yexpmaxj 

the start timing and frequency of GBMA migration can be easily adjusted. 
Next, the GBMA on the observer node migrates to a node in the expected 

zone. GBMA migration protocol somewhat like Location-Aided Routing (LAR) 
[9] protocol. LAR is a source routing protocol based on DSR protocol[10]. 
Main difference between them is that a route request (RREQ) message in 
LAR protocol contains a destination node identifier, location of the destina­
tion node, and forwarding zone, and is delivered by directed flooding in the 
same way adopted in LBM protocol. The LAR RREQ can discover routes 
to a node which has same identifier contained in this RREQ and which is 
located in a region contained in this RREQ. After the route discovery, reply 

file:///XQxpmini
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message is transferred to the observer node along the discovered route. In 
GBMA migration protocol, RREQ can discover routes to not one node but 
any nodes in the expected zone described by coordinates {xexpmin.Vexpmin) 
and {xexpmax^ Vexprnax)^ and these nodes reply its route and its location. Af­
ter that, the agent selects the node nearest to the coordinate (̂ expmax-̂ r̂ expmm^ 
yexpmax-yexpmin^ f^^^ among thc received replies, and migrates to this node 
along the discovered route. 

After migration, the GBMA in the requested zone starts to survey for nec­
essary goods data in shelter A. The GBMA geocasts messages containing the 
required zone and the GBMA identifier, to the required zone. Evacuee nodes 
that receive this message send their own necessary goods data to the GBMA by 
LAR unicast, with the required zone and the GBMA identifier contained in the 
received message sent from the GBMA, each time necessary goods are added 
or modified. The notification messages are received by the GBMA as long as 
it is not migrating, at least one path from the notification source to it exists, 
and it is located in the required zone at the time. While aggregating the data, 
the GBMA periodically checks its host node location. If the GBMA is outside 
the expected zone, the GBMA starts to migrate in the same way as described 
above. The GBMA executes such migration and data retrieval. 

The GBMA summarizes or filters aggregated data and compresses them in a 
manner befitting to this application, to reduce data size. Reduction of the data 
size reduces overhead of reporting back to the observer. On the other hand, if 
the GBMA deals with personal data, the GBMA needs to encrypt aggregated 
data. This application level encryptions prevents malicious host node from 
picking the data aggregated by the GBMA. If the observer wants to get the 
result, he or she sends a request to the required zone, and the GBMA receiving 
the request sends back the retrieved data via a route through which the request 
comes. Since the observer does not communicate with the GBMA until getting 
results, data retrieval does not prevent from decoupling of MANETs between 
the observer and the designated region, and he or she can moves freely. 

Note that the expected zone size should be carefully chosen. Appropriately 
adjusting the size of the expected zone can reduce the duration for which the 
GBMA is outside the required zone. If the expected zone is too large, the 
GBMA leaves the required zone until migration is finished. Messages sent 
to the GBMA while the GBMA is outside the expected zone are lost. If the 
expected zone is too small, the GBMA frequently migrates and the duration 
for which the GBMA is migrating increases. The messages to the GBMA, 
which are sent while the GBMA is migrating are also lost. The GBMA with 
the optimal size of the expected zone may minimize the number of such lost 
messages. We examine this issue in Section 3. 
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3. Experiments and discussion 

We evaluate the GBMA using the simulator implemented on JiST/SWANS 
[11]. Java in Simulation Time (JiST) is a high-performance discrete event 
simulation engine that runs over a standard Java virtual machine, and Scalable 
Wireless Ad hoc Network Simulator (SWANS) is a scalable ad hoc network 
simulator built atop the JiST platform. We implement the LBM protocol and 
the LAR unicast protocol, and develop the GBMA upon JiST/SWANS. With 
this simulator, we evaluate two issues concerning the GBMA: the reduction 
of the number of messages compared with the simple geocast approach with 
LBM described in Section 1, and the optimal expected zone size. 

3.1 Simulation model 

In the experiments, initially, nodes are distributed according to a grid over 
a rectangular region of 1000m x 1000m square described by the coordinates 
(0,0) and (1000,1000). Each node is equipped with an IEEE 802.1 lb wireless 
device and communicates with other nodes in the range of the wireless device. 
Each node is also equipped with a GPS device with which it can identify its lo­
cation. Moreover, each node supports two mobility models: static and random 
walk[l2]. In the static model, each node does not move, and in the random 
walk model, each node picks a direction randomly, walks a certain distance in 
that direction, pauses for some time, and repeats. Shelter A is rectangular in 
shape and defined by the coordinates (600,600) and (800, 800). 

3.2 Compared with Simple Geocast Approach 

First, we compare the number of messages produced in a mobile agent ap­
proach, to that in the simple geocast approach. In this experiment, let the 
number of nodes be 12^ and 14^. Let the node mobility model be static. Fur­
thermore, let the observer node be located at (x, x) where x is 600, 500, 400, 
300, 200, and 100. In the simple geocast approach, the observer retrieves data 
from nodes in the shelter A. On the other hand, in the mobile agent approach, 
the observer sends a mobile agent to a node located in shelter A, and the mobile 
agent on the node retrieves the data. In both approaches, the observer (or the 
mobile agent) and the evacuees in the shelter A exchange messages 10 times. 
The simulation result is depicted in Figure 4. 

In Figure 4, dotted lines represent results of the simple geocast approach, 
and solid lines represent results of the mobile agent approach. In the simple 
geocast approach, the number of messages increases exponentially, because 
the number of forwarding nodes increases according to the forwarding zone 
size. Therefore, the increment rate when the number of nodes is 14^ is greater 
than that when the number of nodes is 12^. On the other hand, in the mobile 
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agent approach, the increase in the number of the messages is smaller than that 
in the simple geocast approach. This is because, in the mobile agent approach, 
a mobile agent exchanges messages via shorter length routes, after migration 
to shelter A. Therefore, the distance affects the increase in the number of mes­
sages only when sending the mobile agent to shelter A, and does not affect 
message exchanges after migration. When x is 600, or the observer is located 
at shelter A, the number of messages in the mobile agent approach is slightly 
larger than that in the simple geocast approach. This is because, in this case, 
the data exchange overheads in both approaches are almost the same, but there 
is the overhead of mobile agent migration in the mobile agent approach. This 
result shows the mobile agent approach to be effective when the observer is far 
from the designated region, compared with the simple geocast approach. 

3.3 Optimal expected zone size 
Next, we compare the mobile agent and the GBMA, and examine how the 

expected zone affects the results. In this experiment, the number of nodes is 
15^ and the node mobility model is the random walk where the node walks 
10m for 10 seconds and 20m for 10 seconds. Initially, the mobile agent or 
the GBMA is on the node at (700, 700); it is located at the center of shelter 
A. In the mobile agent approach, the mobile agent continues to retrieve data 
at the initial hosted node in spite of the node movement. In the GBMA ap­
proach, the GBMA migrates according to the node movement. The requested 
zone of GBMA is defined by the coordinates (600,600) and (800,800), and the 
expected zone is defined by the central coordinate of them and the length on 
the side being 200, 180, 160, 140, 120, 100, or 80 meters. When the length 
is 200 meters, the expected zone is the same region as the required zone. The 
smaller the side length is, the smaller the expected zone size is. The GBMA (or 
the mobile agent) initially geocasts a subscription message, and the nodes that 
receive it send messages to the GBMA at about one-minute intervals twenty 
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times. We measure the message arrival rate, which indicates the number of 
messages received by the GBMA (or the mobile agent) per total number of 
messages sent by the notification nodes, and the total amount of outgoing data. 
The simulation results are depicted in Figure 5, Figure 6, Figure 7, and Figure 
8. 

Figure 5 and Figure 6 show the message arrival rate and the total amount 
of outgoing data where the node speed is twenty meters per ten seconds, re­
spectively. Similarly, Figure 7 and Figure 8 show where the node speed is ten 
meters per ten seconds, respectively. Figure 5 and Figure 7 show that the mes­
sage arrival rate of the GBMA is always better than that of the mobile agent 
within the range of the expected zone sizes in this experiment. This is be­
cause the mobile agent not reacting to its host node movements goes outside 
the required zone where it does not receive the notification messages. On the 
other hand, the GBMA migrates to receive the messages in response to the 
node movement. The result shows that the GBMA effective for data retrieval, 
relative to the conventional mobile agent. 

Let us consider the results of the GBMA. When the expected zone size 
is large, the message arrival rate is low. A large expected zone means that 
the GBMA starts to migrate relatively late in response to the node movement. 
Therefore, the duration for which the GBMA is outside the required zone be­
comes long. On the contrary, when the expected zone is small, the message ar-
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rival rate is also low. A small expected zone means that the GBMA frequently 
migrates. Therefore, the duration for which the GBMA is migrating becomes 
long. By appropriately configuring the expected zone size, the message arrival 
rate can be increased. In Figure 5, for an appropriate expected zone size, we 
observe that the rate improves by as much as 32%. Moreover, the results in 
Figure 5 and Figure 6 indicate that the optimal expected zone size will depend 
at least on the node speed. The optimal expected zone becomes bigger when 
the node speed becomes higher, because the time from when the node leaves 
the expected zone to when it leaves the required zone becomes shorter. The 
expected zone should be configured on the basis of the node speed. Figure 7 
and Figure 8 show that the GBMA produces a larger number of messages than 
does the mobile agent. However, at the optimal expected zone size, the incre­
ment is not very large. In Figure 7, the increment with the optimal expected 
zone size is about only 11%. From these results, with the expected zone, the 
start time and frequency of GBMA remigration can be easily adjusted. More­
over, appropriate adjustment of expected zone size can improve the GBMA 
performance. 

4. Related works 

The battery problem is a major issue in a MANET[13]. Marinescu et al. pro­
posed a method for conserving the battery of nodes by classifying the mobile 
devices on the basis of the node capability and specifying the role of each node 
in data transmission on the basis ofthat classification[14]. Song et al. proposed 
localized algorithms for energy-efficient routing structures[16]. Gitzenis and 
Bambos focused on data prefetch and proposed a method for minimizing the 
battery consumption of a certain node by postponing data prefetching when 
the link quality is low, and by proactively prefetching data items when the link 
quality is high[15]. Subramanian et al. proposed a battery-state-aware MAC 
protocol[17]. These strategies focus on message routing protocol or MAC pro­
tocol, and reduce the energy consumption in each message transmissions, but 
do not reduce the number of messages. Therefore, when many messages are 
transferred at application level, with only those methods, a large amount of 
battery power will be consumed. Applications using directed flooding with a 
location information[4][5][6][9] can reduce the number of messages by limit­
ing node forwarding of the message, but does not provide sufficient reduction 
in some cases which we have described. We focus on application level, and 
propose a location-specific data retrieval application minimizing the number 
of messages, using a mobile agent. 

Location tracking of the mobile agent is important for message exchanges 
with the mobile agent. Roth and Peters proposed a scalable and secure global 
tracking service for mobile agents with a method similar to the global hash 
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table[18]. Li and Lam proposed a location update and search algorithm for 
tracking mobile agents[19]. Since these works target mobile agents in an inter­
net, they will not be directly applicable to mobile agents in a MANET whose 
topology dynamically changes. We restrict the mobile agent location using a 
geographic data and realize simple tracking of the mobile agent. Moreover, by 
restricting the mobile agent location, efficient messaging to the mobile agent 
can be feasible by directed flooding with geographic data. 

5. Conclusion 
In this paper, we proposed the Geographic Bound Mobile Agent, the re­

quired zone, and the expected zone for a data retrieval of location-specific data 
in a MANET. With the GBMA migrating to remain near data sources, even 
when an observer is far from data sources and exchanges many messages with 
them, data can be retrieved with a small number of messages. Simulation re­
sults show that overhead of the GBMA approach is hardly affected by the dis­
tance between the observer and the designated region, whereas overhead of the 
simple geocast approach increases exponentially according to it. The required 
zone clarifies location of the GBMA and reduces overhead of looking up the 
GBMA, and the expected zone easily adjusts a start timing and a frequency 
of GBMA migration. Simulation results show that message arrival rate in the 
GBMA approach with appropriate expected zone size is 32% greater than that 
in the conventional mobile agent approach, in the case that each node speed is 
about 20m/105ec. 

Some issues still remain unresolved. In this work, the expected zone size 
was static. Because the speed of each node is different and is dynamically 
changed, the expected zone size should be dynamically adjusted in response 
to the speed of the current host node, and change its shape on the basis of the 
direction of the node movement. Moreover, the GBMA selected a candidate 
node for its migration destination on the basis of only current node locations, 
but this is insufficient. We should consider a more sophisticated selection with 
more properties such as node movement speed or node movement direction. 
We will take up these issues in a future work. 
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Abstract: This paper presents a new protocol, namely Access Routers Tunneling 
Protocol (ARTP), dedicated to pre-configuring bidirectional secure tunnels 
among adjacent access routers before handoff This protocol allows two tunnel 
endpoints to negotiate quality of service-related parameters, traffic 
classification aspects, security policies, such as authentication and encryption 
methods, buffering mechanism, etc. Once the parameters of pre-established 
tunnels are determined, real-time traffic could be redirected in a cost-efficient 
way to mobile users using GRE (Generic Routing Encapsulation) tunneling 
technique. This protocol allows us to optimize handover performance for 
FMIPv6. An existing analytical model is used to evaluate the performance of 
the proposed handover procedure. Numerical results show that our new 
approach has better performance than FMIPv6 in terms of signaling cost, and 
the buffer size required during handoff. 

Key words: fast handover; bidirectional secure tunnels; handover latency; per­
formance analysis. 

1. INTRODUCTION 

User mobility and real-time data traffic (e.g. Voice over IP) are two 
expanding areas within confimunication systems. On one hand, in order to 
guarantee user mobility, handover has to be taken into account in mobile 
networks, where subscribers move around. On the other hand, transporting 
real-time traffic to the IP-enabled mobile user imposes strict requirements on 
latency and packet loss. As mobile users roam in the network, they 
frequently change their point of attachment to the network. Therefore it is 
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necessary to keep the continuity of communication in progress, and the 
access network should provide features of minimizing the interruption to 
ongoing sessions. However, controlling the handover mechanism is quite 
complicated in mobile networks. 

Based on these contexts, we propose a new protocol with the purpose of 
minimizing handover latency, packet losses and jitter for real-time service. 
This protocol describes mechanism of pre-configuration of bidirectional 
secure tunnels among adjacent access routers. With the pre-established 
tunnels, a mobile node can resume its previous ongoing session immediately 
after performing L2 handoff at the visited network; moreover, it can initiate 
a real-time session using its previous care-of-address upon arrival on the 
new link. By this means, access routers are equipped with the flexibility of 
offering service with guaranteed quality to their neighbors' subscribers. 

The rest of this paper is organized as follows. Section 2 describes the 
principles of the handover procedures found in recent literature. Section 3 
proposes the Access Routers Tunneling Protocol, and the proposed handover 
procedure for improving handover performance of FMIPv6. Section 4 
presents an analytical model to evaluate the performance of our new 
approach; numerical results are also illustrated and compared with FMIPv6. 

2. BACKGROUND AND RELATED WORK 

Recently, fast and seamless handover procedures for IP-based 
communication networks have become hot topics in the field of mobility 
management. Since in the future mobile communication networks, a user is 
able to conveniently roam between various operators and between fixed and 
mobile as well as public and private networks independently of the different 
access technologies used, improving handover performance is quite 
significant. Furthermore, it is essential to support real-time applications 
which deal with tight time constraints for offering adequate quality of 
service and to deploy all-IP networks which are cost efficient comparing 
with the current network infrastructure in the next generation wireless 
networks. However, synchronous real-time applications such as Voice over 
IP and Video Conference over IP place new demands on the quality of IP 
services: packet loss, delay variation or jitter need careful simultaneous 
control; these requirements impose strong challenges in mobile 
environments. 
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2.1 Fast Handover for Mobile IPv6 

777 

IETF proposed the approach called Fast Handover for Mobile IPv6 
(FMIPv6) with the intention of minimizing the handover latency in MIPv6. 
FMIPv6 allows a mobile user to pre-configure a new on-link care-of-address 
before breaking its connection with the previous access router (PAR) .̂ 
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Figure 1. Fast handover with anticipation in FMIPv6 

Fast handover is triggered when a mobile node (MN) receives L2 trigger 
before it moves to the new network. This mobile then sends a Router 
Solicitation for Proxy Advertisement (RtSolPr) message to the PAR asking 
for resolving the Access Point Identifiers to subnet-specific information. The 
PAR replies with a Proxy Router Advertisement (PrRtAdv) message to the 
MN. Based on this message, the mobile node generates a new on-link care-
of-address, and then sends a Fast Binding Update (FBU) to the PAR, 
including its prospective care-of-address on the new link. During the 
movement of MN, the PAR sends a Handover Initiate (HI) message to the 
new access router (NAR) to initiate the tunnel setup process. After verifying 
the uniqueness of the MN's new care-of-address, NAR sends back a 
Handover Acknowledgment (HACK) message to PAR as a reply to the HI 
message, thus a temporary bidirectional tunnels are established between the 
two access routers. Consequently, the PAR sends Fast Binding Acknowledge 
(FBACK) to the MN. Once the PAR intercepts packets destined to the 
mobile node, it tunnels the packets to the NAR. Upon arrival at the new 
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subnet, the MN sends a Fast Neighbor Advertisement (FNA) to the NAR to 
announce its attachment and also to confirm the vahdity of new on-Hnk care-
of-address in case where MN has not received the FBACK on the previous 
link. Upon receipt of the FNA, the NAR delivers the packets to the MN. 
Figure 1 shows the fast handover procedure with anticipation in FMIPv6. 

2.2 Buffer Management Scheme for Fast Handover 

When a mobile user roams from one network to another, there is always 
an inevitable link down time during handoff which leads to packet loss. This 
would have bad effect on the quality of communication. To avoid packet 
drops, a feasible solution is to buffer those in flight packets sent by 
correspondent nodes. However, the original fast handover protocol, namely 
FMIPv6, does not support buffering mechanism during a pure link layer 
handoff .̂ This means that an access router is unable to buffer packets for a 
mobile user when it is moving between different access points (base stations) 
within the same subnet, thus the temporary disconnection is unavoidable and 
results in packet loss. Under this circumstance, an enhanced buffer 
management scheme is proposed to improve buffer utilization on access 
routers as well as to support QoS services during handover process .̂ 

The principal ideas are: buffering implemented both in PAR and in NAR, 
and three types of services, namely real-time traffic, high priority and best 
effort traffic, are defined so that packets can be treated differently based on 
their traffic characteristics. Handover procedure is triggered by specific link 
layer events or policy .̂ Upon receipt of this trigger, the mobile node sends a 
request of buffer linitiation (BI) message piggybacked in the Router 
Solicitation for Proxy Advertisement (RtSolPr) to the PAR for requesting the 
buffer space. While the establishment of a bidirectional tunnel between 
PAR and NAR, the allocation of buffer space for the MN is also negotiated 
via the Buffer Request (BR) and Buffer Acknowledge (BA) messages. 
Subsequently, the PAR sends a Proxy Router Advertisement (PrRtAdv) 
message to the MN indicating the success of allocation of buffer space, and 
informing it of the new subnet prefix. With this message, MN generates a 
new on-link care-of-address (NLCoA) and includes this address in a Fast 
Binding Update (FBU) sent to PAR. Upon receipt of the FBU, the PAR 
starts buffering packets and/or forwards them to NAR. While connecting to 
NAR, the mobile node sends a Buffer Forward (BF) message to both the 
PAR (via the NAR) and the NAR. Thereafter, the two access routers forward 
packets in their buffers to the MN. Figure 2 shows the handover procedure 
with buffer scheme. 
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Figure 2. Handover procedure with buffering scheme 

Recent work has been directed at improving handover performance to 
support real-time traffic. However, in order to provide successful real-time 
services, it is necessary to minimize the traffic redirection in mobile 
environments. Whether a mobile user has the right to obtain specific routing 
treatment depends on whether it negotiated a successful Authentication, 
Authorization and Accounting (AAA) exchange with a network access 
server at some point of the past ^' "̂ . Furthermore, the mobile node for which 
the context transfer protocol operations are undertaken is always identified 
by its previous care-of-address "̂ . Therefore, we propose a new protocol 
dedicated to pre-establishing bidirectional secure tunnel before actual 
handoff so that mobile nodes could use their previous care-of-address in a 
visited network. By this means, packet losses and handover latency could be 
reduced. Furthermore, since the pre-configured tunnels support quality-of-
service (QoS) by traffic classification mechanism, local resource reservation 
as well as admission control, the disruption for real-time ongoing session can 
be minimized significantly. 

3. ACCESS ROUTERS TUNNELING PROTOCOL 

The Access Routers Tunneling Protocol (ARTP) is a new signaling 
protocol to setup tunnel parameters between two access routers. ICMP-type 
messages are defined and used to carry information of QoS-related 
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parameters, authentication method, encryption method, service class, etc. so 
as to facihtate the negotiation between two tunnel endpoints. Concerning the 
security aspects, two mechanisms are deployed to secure the traffic: session 
key generated by access router and tunnel token formulated by mobile node. 

3.1 Tunnels Setup Algorithm 

The algorithm for setup the tunnels is described as follows: 

1) request = 0; request_MAX = 4; neighbor_indice=0; 
2) Tunnel brokers at access routers create their neighbor tables. 
3) AR_1 selects one entry from its Neighbor Table. 
4) /* verify the reachability of the neighbor*/ 

if(the selected neighbor: AR_2 is reachable) { 
5) request=request+1; 
6) if(request < request_MAX) { 
7) AR_1 sends a tunnel Request message to AR_2; 

AR_2 verifies its capability; 
AR_2 proposes parameters with Tunnel Reply message; 
AR_2 sends this Tunnel Reply to AR_1; 

8) if(AR_l accepts the condition) { 
AR_1 sends a Tunnel_ACK to AR_2; 

9) if(tunnels is symmetric) /*symmetric tunnel*/ { 
with the negotiation results, 
AR_1&AR_2 add an entry in Forward Tunnel table; 
AR_1&AR_2 add en entry in Reverse Tunnel table; 
go to END; } 

10) else /* in case of asymmetric tunnel*/ { 
AR_1 adds an entry in its Forward Tunnel table; 
AR_2 adds an entry in its Reverse Tunnel table; 
/* reverse tunnel setup procedure*/ 
AR_1 sends AR_2 a Reverse Tunnel Request message; 
AR_2 sends a Tunnel Request to AR_1; 
ARl responses with a Tunnel Reply; 

11) if(AR_2 accepts the proposed parameters of AR_1) { 
negotiation = true; 
AR_2 adds an entry to its Forward Tunnel table; 
AR_1 adds an entry to its Reverse Tunnel table; 
go to END; } 

else { negotiation = false; go to END; } 
}/* end of reverse tunnel*/ 

} 
else /* another negotiation*/ { go to step 5; } 

} 
else /*request > request_MAX*/ { go to END; } 

} 
else /* in case neighbor is unreachable*/ { 

go to step 3 ; 
neighbor_indice ++ ; /* select another neighbor*/} 

END; 
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3.2 The Proposed Handoff Scheme 

The proposed handover algorithm allows a mobile node to resume its 
real-time ongoing session with its correspondent as soon as it attaches to the 
new link. With the preconfigured bidirectional tunnels, traffic will be 
redirected to the new network using the MN's previous care-of-address. By 
this means, the service disruption for an on-going real-time session could be 
minimized. Figure 3 shows the overall handover procedure. 

MN PAR NAR MAP CN 

I— TA_Req 

< - TA_Rep 

Disconnect 

I 
Connect 

I— TS_Start 

< 

Buffer & tunnel 
packets_CN 

TA_Req 

Forward packets 

• Tunnel BYE 

< - TS_Stop 

BA 

Packets 

I— LBU - > 
< BA 

Figure 3. Proposed handover procedure 

Before actual handover, adjacent access routers have established business 
relationships so that bidirectional secure tunnels have already been created. 
Handover is triggered by specific Hnk layer event. A mobile user roams with 
a real-time session in course. Before the MN breaks the connection with the 
PAR, it sends a Tunnel Activate Request (TA_Req) message to the PAR. 
Upon receipt of this message, the PAR performs local resource reservation 
for the mobile and sends a Tunnel Activate Reply (TA_Rep) to the MN; 
meanwhile, it sends a Tunnel Session Start indication to the new access 
router (NAR) with the bearer context of the mobile. When the 
correspondent node (CN) sends packets to the MN, the PAR intercepts the 
packets, buffers them and tunnels to the NAR. Upon receipt of the TS_Start 
indication, the NAR performs admission control and also reserve the 
required bandwidth for the imminent MN. As the mobile arrives on the new 
link, after the L2 handover, it may initiate a new real-time session or just 
send a TA_Req to the NAR using its previous care-of-address. The NAR 
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then forwards packets to the MN. Once the session in course is complete, the 
MN sends a Tunnel BYE message to the NAR to deactivate the tunnel. The 
NAR releases the reserved resource and sends a Tunnel Session Stop 
message to the PAR requesting the PAR to deactivate the session; 
meanwhile, the NAR assigns a new care-of-address to the MN and sends a 
local binding update (LBU) to the MAP on behalf of the MN. Accordingly, 
the MAP modifies its binding cache, and reply with a Binding 
Acknowledgement (BA) to the NAR which then forwards the BA to the MN. 

4. PERFORMANCE ANALYSIS 

We use an existing analytical model and the reference values found in the 
literature ^ to evaluate the performance of our new approach. Table 1 and 
Table 2 illustrate the parameters used to get numerical results. With the same 
principle as the analytical model ,̂ we obtain Figure 4 and Figure 5. 
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Figure 4 shows the signaling cost comparison as L2 trigger time changes 
in case where the decreasing factor equals to 0.5. As shown in Figure 4, the 
ARTP-based handover scheme has better performance than FMIPv6 in terms 
of signaling cost because bidirectional secure tunnels are established before 
actual handoff The average signaling cost of ARTP-based handover is 
118.9, compared to 129.1 for FMIPv6, the gain is 7.90%; compared to 129.4 
for buffer-based Handover, the average gain is 8.11%. As L2 trigger time 
elapses, the signaling cost of FMIPv6 and buffer-based HO converges to 
certain value. However, FMIPv6, buffer-based HO and ARTP-based HO 
have more important signaling cost than MIPv6 because ARTP-based HO 
aims to improve the performance of FMIPv6 without intention to minimize 
the signaling overhead of MIPv6. 
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Figure 5. Packet delivery cost comparison as L2 trigger time changes 

From Figure 5, we find that ARTP-based handover has better 
performance than FMIPv6 in terms of number of buffered packets during 
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handoff. The average packet delivery cost of ARTP-based handover is 68.0, 
compared to 99.1 for FMIPv6, the gain is 31.38%; compared to 101.1 for 
buffer-based Handover, the average gain is 32.74%; compared to 196.0 for 
MIPv6, the average gain is 65.31%. As shown in Figure 5, L2 trigger time 
has less influence on packet delivery cost. Since the cost is defined as the 
number of packets buffered during handoff, it is proportional to the packet 
arrival rate and the handover latency. In our example, the handover latency 
in MIPv6 is more important than FMIPv6, more buffer space is required in 
MIPv6. In addition, we can find that the handover latency in the ARTP-
based HO scheme is much shorter than in FMIPv6. 

5. CONCLUSION 

In this paper, we proposed a new protocol for pre-establishing bidirec­
tional secure tunnels among adjacent access routers. Using the preconfigured 
tunnels, handover latency and the required buffer during handoff can be 
reduced significantly. Numerical results show that the ARTP-based hand­
over scheme has better performance than pure FMIPv6 and the buffering-
based handover scheme in terms of signaling cost and the number of buff­
ered packets during handover. In addition, service disruption for real-time 
ongoing session could also be minimized. This protocol also allows access 
routers to provide certain quality of service to their neighbors' clients as the 
QoS-related parameters are negotiated on the basis of service class prior to 
handoff process. Further performance comparison will be done with realistic 
workloads through implementation and simulation. 
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Abstract. Since XML was presented as a standard data type on the web, many 
data have been made and transformed into the XML type, consequently generat­
ing a large amount of XML data. Therefore, the need for efficient management 
and security of large-capacity XML data is gradually becoming important. The 
existing access control has problems that DOM trees should be loaded on mem­
ory in the process of parsing all XML documents to generate DOM trees, that a 
large amount of memory is used to search for trees repetitively to set access au­
thorization on all nodes of DOM trees, and that the system becomes inefficient 
due to complicated authorization assessment. In this paper, we suggest an ac­
cess control policy model and tree labeling algorithm for secure XML docu­
ments. So it can reduce expenses of authorization assessment of the existing ac­
cess control implemented in a complicated and repetitive way. 

1 Introduction 

After XML (extensible Markup Language) was presented as a standard for data ex­
change and representation on Internet, many new data have been made in the XML 
type and the existing data have been transformed into the XML type; consequently, 
the amount of XML data is increasing drastically [10]. XML can use its merit of de­
scribing meaningful information immediately to provide a standard data type in the 
form of exchanging information on a lot of data generated in the process of companies' 
database or applied program operation. It is therefore very appropriate for a compo­
nent label and document management system that needs definition and description of 
detailed information and its meaning. As a large amount of XML-type information 
was provided on web environment, developers and users became more concerned 
about the issue of XML document security. 

* This work was supported by the Korea Research Foundation Grant funded by the Korean 
Government (MOEHRD)" (R05-2004-000-11694-0) 
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As for researches in XML document security and relevant products, control of ac­
cess to information in web environment and transmission layer security protocols 
including electronic signature and coding is mostly related to HTML documents, and 
couldn't deal with access control according to the meaning of partial information, 
which is the main advantage of XML as file-based access control. So access control 
applying the advantage of XML became necessary [5]. The existing access control 
first parses XML documents to get DOM trees if a user demands XML documents. 
After the parsing, it sets the sign value that means permission (+) or denial (-) of ac­
cess to nodes of DOM trees in reference to authorization of relevant database and 
XML documents. Nodes with the sign value set at - in DOM trees are removed and 
only those with the value set at + are shown to the user in the XML type [3], [4], [5]. 

However, it has problems that DOM trees should be loaded on memory, that a 
large amount of memory is used to search for trees repetitively to set access authoriza­
tion on all nodes of DOM trees, and that the system becomes inefficient due to com­
plicated authorization assessment. 

In this paper, we suggest an access control policy model and tree labeling algo­
rithm for secure XML documents. It is therefore possible to make it easy to manage 
information on access authorization and users and remove unnecessary parsing and 
DOM tree searching, consequently obtaining better efficiency than the existing access 
control model. 

The paper is organized as follows. Section 2 examines studies and problems about 
XML access control. Section 3 defines the concept of XACML and an action label 
type group(ALTG) for access control policy models to describe tree labeling algo­
rithm. Section 4 evaluates the access control policy models and section 5 draws a 
conclusion and describes the future course of studies. 

2 DOM-Based XML Access Control 

An XML DOM tree provides API (Application Program Interface) to access elements 
of XML documents [2]. The existing access control models [1], [3], [4] uses such a 
DOM tree to set access authorization to elements of DTD and XML documents and 
control users' access to XML data according to information on access authorization 
set. 

According to the process of changes in documents in Figure 1, there is a request 
for seeing XML documents. As for all XML documents and DTD concerned, informa­
tion on access authorization is specified in documents called XAS (XML Access 
Sheet). XML documents are parsed to obtain DOM trees; then, a value of sign is set 
which means admission (+) or rejection (-) of access to nodes of DOM trees based on 
XAS of DTD and XML documents. It is called labeling to set authorization to nodes 
of DOM trees. The nodes with the value of sign set as - are removed from the labeled 
DOM trees and only those with the value set as + are restored to the user [1], [3], [4], 
[5]. Here, although XML documents with nodes removed from DOM trees can fail to 
be valid (its solution requires the loosening process, with all elements and attributes 
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set as optional in DTD), they can maintain the existing DTD despite the removal of 
nodes from DOM trees. 

To solve the problem that X M L documents with nodes removed from DOM trees 
can fail to be valid for DTD, the loosening technique is suggested to maintain the 
existing DTD despite the removal of nodes from DOM trees [3]. However, this 
method causes a semantic conflict due to the loss of information on the structure. The 
tree labeling technique is used to maintain information on the structure of documents, 
which has a problem that it can violate secrecy by showing the existence of data and 
information on the structure with rejection (-) labeling [3], [4]. Although it applies a 
strong labeling technique to prohibit access to nodes with rejection (-) labeling [1], 
this technique has limitations in usability of data by prohibiting access to sub-nodes of 
prohibited nodes. 

Above-mentioned studies have a problem of reducing the efficiency of system as 
the entire DOM trees should be loaded in memory and much memory is used due to 
repetitive tree retrieval to set access authorization to all nodes in DOM trees. 

XML 
Documents M 

view 

5 
authorization 

parsing labeling transformation ^ ^ unparsing 
+] ^ ( + 

DOM tree DOM labeled tree 

Fig. 1. XML Document Access Control Processor 

3 Access Control Model for XML Documents 

In this section, we discuss access control policies and tree labeling algorithm tech­
nique for securing XML documents. 

3.1 XACML Concept 

XACML(eXtensible Access Control Markup Language) is an international standard 
on access control [6], which is composed of policy language described by XML and 
access control decision request and response language. XML-based access control is 
composed of XML vocabularies to express rules on authorization. It provides minute 
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access control services for resources requiring security by using XML vocabularies to 
define access control rules. An access control policy is to determine who can carry out 
which operation on which resource. 

Policy language, which describes general requirements for access control on rules, 
policies, and policy set, also defines functions, data types, combining logic, and so 
on. Request language serves to construct questions about which object can perform a 
specific action for a particular resource; response language is used to express results 
of the request, with responses indicated in four results: permit, deny, indeterminate, 
and not applicable [8], [9]. 

3.2 Requirements for XML Access Control System 

The existing web-based access control models can describe authorization in a unit or 
part of files. However, this method fails to make access based on a meaning of infor­
mation in order to deal with information by the meaning, which characterizes XML 
documents most remarkably, or access to such small units as elements. Therefore, 
requirements for access control to XML documents can be summarized as follows [5]: 

© Authorization should be provided in many structural levels. 

© Extension to existing Web server technology. XML documents are usually made 

available by means of Web sites, using a variety of HTTP-based protocols. 

® It is necessary to support fined-grained access control. The access control model 

should provide access control in many levels such as document set or one element. 

© It is necessary to secure transparency. If it should be transparent to a user to con­
duct operations of an access control system, it should be impossible to know which 
part is provided with no authority in a document a requester looks at. 

® Smoothness integration with existing technologies for user authentication (e. g. 
digital signatures). Access control should complement tag level authentication based 
on digital signatures. 
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F ig . 2 . Access Control Architecture for X]VIL Documents 
The Figure 2 shows the structure of an access control model for XML documents. 

A user requests access to resources in a system; the system determines whether to 
admit or reject by referring to information on access control policy and XML docu­
ments requested by ACM (Access Control Module) after confirming that the requester 
is a legitimate user. This determination is transmitted to ACM (Access Control Mod­
ule); in case of a request for operation and reading of XML documents concerned, the 
documents are manufactured only with information which a user is authorized to read 
and then transmitted to the user [7]. 

3.3 Authorization Subjects and Authorization Objects 

In our model, a subject is a user. It is not the purpose of this paper to give detailed 
information on how these subjects are organized. Each user has an identifier which 
can be the login name. Each user is the member of one or several user groups. For the 
sake of simplicity we assume that groups are disjoint but they can be nested. 

An object is Resource pointer of target object such as a directory path expression. 
Since we deal with XML documents in this paper, we use an XPath [11] tree to spec­
ify the target objects. 

3.4 Access Authorizations PoHcy Rules 

XML document access authorizations are composed of subject, object, action, action 
label type group, sign, and type: 
• Subject: User name, IP address, computer name (A subject who accesses XML 

documents and provides user group and pattern); 
• Object: XPath 1.0 (An element of XML documents, which is expressed in XPath); 
• Action: Read, write, create, delete (An operation the subject can implement); 
• Action Label Type Group: R(read operator group), DSLG(Document and Struc­

ture Label Group; operator group); 
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• Sign: {+, -} is the sign of the authorization, which can be positive (allow access) or 
negative (forbid access); 

• Type: {L, R, LDH, RDH, LS, RS, LD, RD} is the type of the authorization (Local, 
Recursive, Local DTD Hard, Recursive DTD Hard, Local Soft, Recursive Soft, 
Local DTD, and Recursive DTD, respectively). 

The subject of authorization can be described as id or the access-requested position. 
The object means a resource to protect access. XPath language, which is a W3C stan­
dard of path expression, or expanded Uniform Resource Identifier (URI), is used to 
express the object [11]. Path expression is a list of pre-defined functions or element 
names differentiated by a divider (/) on the structure of document tree. Action refers to 
an operation the subject can implement; according to how much action label type 
group(ALTG) operators change XML, the operator group can be classified as follows: 
• Read Label Group: A set of operators that read but never change documents in 

XML (Read). 
• Document Structure Label Group: A set of operators that change XML documents 

and structures (Insert, Delete, Rename). 
If a new operator is added to an access control model, information on access authori­
zation becomes complicated because the operator's information should also be in­
cluded in the information on access authorization. And labeling and DTD verification 
processes reduce the efficiency of the system due to repetitive DOM tree retrieval and 
parsing. 

3.5 Propagation Policy Rule 

A Propagation policy rule is a security policy to use for regulating authorization con­
flicts to set access authorization. As for authorization interpretation, the final sign (+ 
or -) is determined by reflecting propagation and overriding in each element. If there 
are both permission and denial for the same subject, only one access authorization is 
determined according to the conflict settlement principle. The following steps are 
rules to determine precedence of authorization in case of authorization conflicts. 
Rule 1: Authorization on the most specific subject described according to partial order 
of subjects takes precedence. 
Rule 2: Directly described authorization rather than that occurring by transmission 
takes precedence. 
Rule 3: Authorization directly described on XML documents rather than that de­
scribed on DTD takes precedence. 
Rule 4: Authorization on nodes rather than that of its forefather takes precedence. 

3.6 Default Policy 

When there is no permission(grant or deny) for an access request or when the conflic-
tion resolution policy "nothing takes precedence" is enforced, we need to make a 
decision according to the specified default policy. This can be specified in the <de-
fault> element for each action The default policy is "deny" by default for every action. 
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3.7 Access Control Technique 

Labeling is the process of using information on access authorization defined by a 
security manager to set access authorization to nodes of DOM trees requested by a 
user. The information on labeled authorization is used in determining whether to admit 
or reject the user's request. To label information on authorization to DOM trees based 
on an operator, it was necessary to repeat the labeling process as many times as the 
number of kinds of operators included in a question. Suggested is labeling algorithm 
based on the ALTG to remove such a repetitive labeling process. 

• Document Tree Labeling Algorithm • 

Input : A requester rq and an XML document URI 

Output : The view of the requester rq on the document 
URI 

Method : /* L is local, R is recursive, LDH is Local 
DTD Hard, RDH is Recursive DTD Hard, LS is Local Soft, 
RS is Recursive Soft, LD is local DTD-level, RD is re­
cursive DTD-level */ 

1. A.xml A = {a= <subject, object, action, ALTG, sign, 
type> I a e authorization, rq ^ AS subject, 
uri(object)= =URI OR uri(object) =:=(URI)} 

2. Let r be the root of the tree T corresponding to the 
document URI, n is a node other than r, p is the parent 
node of n 

3. AM( ) : returns the ALTG of a node specified in the 
authorization rule, 

4. Type() : returns the type specified in the authori­
zation rule, 

5. Propagation_rule() : returns the ALTG determined by 
propagation rules 

6. For each c e children(r) do label(c, r) 

7. For each c e children(r) do prune(T, c) 

8. Llr = AM(r) in A.dtd , L2r = AM(r) in A.xml 

9. initial_label(r) 

10. For each c e children(r) do label(n,p) 
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Procedure initial_label(n) 

if Llr u L2r ={ }, Lr=default(r) 

else Lr = propagation_rule([Llr, L2r]) 

Procedure label(n,p) 

if type (p) in [L, R, LDH, RDH, LS, RS, LD, RD] 

if Lin & L2n = { }, Ln = Lp 

else Ln = propagation_rule([Lp, Lin, L2n]) 

else 

if Lin 8c L2n = { }, Ln = default (n) 

else Ln = propagation_rule([Lin, L2n]) 

Procedure prune(T, n) 

/• Tree representing the document. Determines if n 
has to be removed from T */ 

For each c e children(n) do prune(T, c) 

if children(n) = { } and hn ^ '+' then 

remove the current node from T 

Existing XML access control techniques determine whether to allow a query to access 
or not after labeling the DOM tree. Thus the system has to keep all information neces­
sary for right tests to the end unnecessary right tests were repeated [5], Such extra 
tasks slow down the speed of access control. 
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<!DOCTYPE authorizations[ 
<! ELEMENT set of authorizations (authorization)+> 
<.'ELEMENT authorization (subject, object, ALTG, action, sign, type)> 
<!ELEMENT subject (#PCDATA)> 
<!ELEMENT object (#PCDATA)> 
<!ELEMENT ALTG empty> 
<!ELEMENT action empty> 
<!ELEMENT sign empty> 
<! ELEMENT type empty> 
<! ATTLIST set of authorizations about CD AT A #REQUIRED> 
<!ATTLIST ALTG vaIue(R, DSLG) #REQUIRED> 
<!ATTLIST action value (read, write, create, delete) #REQUIRED> 
<!ATTLIST sign value (+ | - ) #REQUIRED> 
<!ATTLIST type value (L|R|LDH|RDH|LS|RS|LD|RD) #REQUIRED> ]> 

Fig. 3. XML Access Sheet base DTD 

Our processor takes as input a valid XML document requested by the user, together 
with its XML Access Sheet (XAS) listing the associated access authorizations at the 
instance level. The processor operation also involves the documents DTD. The proc­
essor output is a valid XML document including only the information the user is al­
lowed to access. To provide a uniform representation of XASs and other XML-based 
information, the syntax of XASs is given by the XML DTD depicted in Figure 3. 

The existing access control is the repetitive tree labeling process and DTD verifica­
tion process consume a lot of memory for XML parsing and DOM tree search, which 
may degrade system performance. 

Table 1. XML Documents Transformations by the security processes 

Execution Processes 

Request 

Security 
Processor 

View 

1) XML documents request 

2) Parsing(DOM tree) 
3) Tree Labeling 
3) DTD Validation 
5) Check for right to change DTD structure 
6) Change DTD 
7) Change documents structure 
8) Unparsing 
9) XML documents result 

In the Table 1 above, if the existing access control technique is used as in the case that 
a user's authorization changes XML documents and structures, the following proce­
dure is necessary [3], [5]. 
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Step 1: User sends an access request. 
Step 2: Parsing of XML documents to examine an operator's authorization. 
Step 3: Labeling of authorization to DOM trees using information on access authoriza­
tion. 
Step 4: Determining if structure is changed in the stage of testing DTD. 
Step 5: Conducting exchange operation if the DTD test identifies that operation leads 
to no structure change. 
Step 6: Parsing to obtain new DOM trees as XML contents were changed after the 
operation. 
Step 7: Testing authorization of insertion operation. 
Step 8: Labeling authorization to DOM trees and testing DTD. 
Step 9: An insertion operator is denied because it was shown to change DTD. 
As seen above, the existing access control can make the system inefficient with the 
labeling process to assess authorization after each demand by a user and repetitive 
visits to DOM trees. 

To the contrary, the suggested access control policy model can separate operators' 
collection into ALTG and thus prevent delay in complicated authorization assessment 
and responding. 

5 Conclusion 

In this paper, we suggested an access control policy model and tree labeling algorithm 
for XML documents. Action label group was defined to solve problems in efficiency 
while adding operators to the model during access. The existing access control gener­
ated XML documents into DOM trees according to a user's demand, identified the 
XML access control list, and removed nodes with access denied and provided only 
those with access permitted to a user. 

However, the definition of the ALTG made it easy to manage information on ac­
cess authorization and users and remove unnecessary parsing and DOM tree search­
ing, consequently providing rapid access control. It has a disadvantage of making the 
system inefficient through the labeling process to assess authorization after each de­
mand by a user and repetitive visits to DOM trees. 

Further studies are necessary on access control that reflects each property in other 
applications using XML type. 
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Abstract With the increasing complexity of networked systems has come the trade-off 
of security versus functionality; a strictly secured system is often an unusable 
system. As a consequence, users often entirely bypass security in order to get 
their job done. We consider how similarity techniques that are used by case-
based reasoning systems can be used to provide a degree of control over how 
strictly/precisely security is enforced. The flexibility to be able to meaningfully 
control how strictly security is enforced is especially relevant in the emerging 
Web Services architectures, where a wide variety of different users and hetero­
geneous systems use a common framework to interoperate with a wide variety 
of different resources and services. The paper proposes similarity-based impre­
cision security (SBIS) for the Security Assertion Markup Language (SAML) as 
an approach to managing security in a web-services environment. 

Keywords: Imprecise security, SAML, Case-Based Reasoning, access control. 

1. Introduction 

Traditional research on protection systems has focused on finding a system 
that can provide absolute security. That is, systems where only properly autho­
rised actions can take place. By properly authorised we mean that the actions 
need to be absolutely classified, identified, authenticated, an so forth. Modern 
computer systems have become very complex. Many users may wish to inter­
act and/or use many resources, which may be distributed across a network. En­
forcing security across these systems becomes correspondingly complex and, 
if strictly enforced, can lead to an unusable system. 

http://uab.es
mailto:s.foley@cs.ucc.ie
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End users regularly fail to appreciate the security decisions that they must 
make because they barely understand the security policy in force, let alone 
how security mechanisms may interoperate. Users tend to deliberately ignore 
or bypass security to get their work done. For example, it is a common prac­
tice for users to deliberately share or disclose passwords to facilitate system 
access (Adams and Sasse, 1999). Large enterprises such as governments, aca­
demic centres or big corporations, have many formal rules and regulations. In 
practice, enterprises work by relying upon social networks and unwritten rules, 
which are often contrary to the written rules. After all, a strategy used by em­
ployees to pressure management in labour disputes is to work to rule (Odlyzko, 
2003). 

An example of the potential for complex security rules is the Secure Asser­
tion Markup Language (SAML) that is used to express security information in 
Web Services and Grid. The use of overly strict security policies by Web Ser­
vices will more than likely lead to security being bypassed by administrators 
in their effort to provide continuing service. We use approximation techniques 
from the area of Case Based Reasoning to provide a degree of control over 
how strictly a security policy is enforced. Rather than the conventional all-or-
nothing security, our approach can be regarded as providing a security 'dial' 
that controls the degree of strictness of security enforcement that the system is 
willing to tolerate. 

In this paper we describe how these approximation techniques can be used in 
a practical way in SAML based applications, such as web services. Section 2 
motivates and describes related work. In Section 3 we describe similarity-
based imprecise security. Section 4 describes how it is integrated with exist­
ing SAML-based frameworks and Sections 5 and 6 describe the extension of 
SAML to support imprecision information in practice. Section 7 concludes the 
paper. 

2. Motivation and Related Work 
Empirical studies reveal that security systems are failing to provide usable 

applications, from simple password-based systems (Adams and Sasse, 1999; 
Yan et al., 2004), to complex access control systems (Zurko and Simon, 1996). 
Existing research on the usability of security systems has mainly focused on 
user interfaces. While providing a better user interface may be an excellent 
solution for some systems, it is not necessarily the solution to more usable and 
secure systems (Whitten and Tygar, 1999; Smetters and Grinter, 2002). 

In this paper we propose the use of a different approach to achieve more us­
ability in security systems, by reconsidering how security decisions are taken. 
We consider an imprecise security system, where the decision engine can take 
into account the similarity between security related information. Imprecise se-
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curity introduces more flexibility in protection systems. Imprecision is defined 
in terms of similarity of authorisation: for example, how similar is 'root' ac­
cess in Unix to 'administrator' access in Windows? Rather than all-or-nothing 
security, imprecision provides degrees of security, which can be viewed as a a 
security dial. Turning the dial up, results in the system becoming closer to a 
very strict security system (in some sense more secure); turning the dial down 
relaxes security enforcement, permitting more imprecision (in some sense less 
secure). Some appHcations of imprecise security are: 

• Overcome complexity in large organisations. Large organisations im­
pose many administrative rules which can be counterproductive; em­
ployees deliberately bypass the rules to do their job. An absolute secu­
rity system does not allow its employees to bypass the rules. To avoid 
bureaucracy, users stop using the system whenever possible, or else use 
it incorrectly (for example, sharing passwords or private keys). 

• Emergency situations. Some emergency situations may require relaxing 
the security measures of a system. This security downgrading should be 
achieved in a fast and controlled way. For example, a doctor isolated 
in an hospital during a tropical storm, needs to access the records of a 
patient from another department, doctor or hospital. 

• Heterogeneous systems. Interoperability of heterogeneous systems re­
quire the use of security information from one system to another, or reuse 
security policies between different environments. Due to the different 
nature and technologies of the different systems it may be impossible 
to provide an isomorphic mapping between them. Similarity measures 
provide degrees of imprecision that can allow a practical mapping to be 
defined. 

Providing degrees of flexibility in security enforcement has been studied to a 
limited extent in the literature. In (Rissanen et al., 2004), the authors introduce 
the notion of override in access control policies. An access control request can 
be denied with the possibility of override. If the user agrees, the system allows 
the access under the audit of some authority. Our approach differs from this by 
providing, in effect, greater flexibility in defining how authorisations may be 
overridden. (Povey, 2000) proposes an optimistic security model that assumes 
that every access is legitimate and should be granted under the basis that the 
system can rollback illegitimate actions. We believe that in practice it would 
not be feasible to undo all illegitimate actions, and some minimum security 
should be provided. Nevertheless, while not following the dictum "Make the 
user ask for forgiveness not permission" (Blakley, 1996), our proposal does 
adopt some optimistic security model principles (see Section 3). 
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The research described in this paper builds on the suggestion in (Foley, 
2002) that similarity measures could be used to provide imprecision in dele­
gation for trust management systems. Supporting imprecision for information 
retrieval systems has been extensively considered in the literature on similarity-
based retrieval for Case-Based Reasoning (CBR) systems (Aamodt and Plaza, 
1994). Imprecision permits answers that may not formally meet the query con­
dition, but can be considered *close enough'. The contribution of this paper is 
a consideration of how imprecision techniques can be used in a practical set­
ting, and in particular, how similarity can be usefully introduced to SAML and 
supported within Web Services and Grid architectures. 

3. Similarity-based Imprecise Security Systems 
We define a similarity-based imprecision security system or SBIS system, 

as a security system, where the security decisions take into account the simi­
larity between permissions, attributes, authorisations, or other security-related 
information. 

SBIS Characteristics 
In general, a system that supports SBIS has the following characteristics. 

• Accountability: given the imprecision supported by the system, there 
needs to be some guaranties of accountability. In SBIS, accountability 
may be achieved by strong authentication of the principals. Whether 
this authentication is provided by means of a centralised authority such 
as a PKI or not, will depend on the specific scenario, environment, and 
configuration of the system. 

• Auditability: in order to provide accurate postmortem analysis of the sys­
tem's operations. All operations permitted under similarity constraints 
should be logged in detail, so they can be analysed to study possible 
irregularities. 

• Constrained entry points: as stated in (Povey, 2000), exceeding privilege 
should be a rarity, rather than a norm. If most of the actions need to be 
checked through the SBIS security check because they do not pass the 
absolute security check (see Figure 1), it is a symptom that the system is 
not properly set up. 

• Deterrents: as in many access control systems, it is interesting to have 
mechanisms to punish principals who misbehave. This punishment can 
be economic or simply, restricting access permissions during a period of 
time (recall, "Make the user ask for forgiveness not permission"). 
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• Least intrusive: one of the main ideas behind SBIS, is for it to be easy 
to integrate within existing security systems. SBIS systems can use any 
type of security related information, permissions, authorisations, secu­
rity poHcies, rules, and so forth, as long as a similarity function is pro­
vided between them. 

Similarity 

Similarity is equivalent to the dual distance concept from a mathematical 
point of view, and has been successfully applied in CBR systems. There are 
several similarity function types and families, for instance, there are boolean, 
numeric or partial order (including lattices) functions. Boolean functions may 
be easily emulated with numeric functions if required, and a variety of numeric 
similarity values can be expressed or normalised to the domain [0,1], includ­
ing M U { oo, -f-oo}. For the sake of simplicity, we consider only numeric 
similarity values. For a good review of lattice based metrics see (Osborne and 
Bridge, 1997). 

Broadly speaking, a similarity function (denoted as '~ ' ) takes two argu­
ments from a set of features P (permissions, attributes, etc.) and returns a 
similarity value: 

. ^ _ : (P X P) -^ [0,1] 

Similarity functions are reflexive (x ~ x = 1 Vx G P), and symmetric (x ~ 
y = y ^ x^x.y e P), 

The similarity function is applied to a concrete feature or to a set of features. 
In the CBR literature, there are some generic similarity functions such as the 
weighted nearest neighbour, induction, lattice based metric, or the similarity 
matrix. In some cases one can compose functions or create specific ones. 

Table 1. Sample similarity matrix. 

_ ^ -
und 
phd 
prof 

und phd prof 
1.0 0.7 0.2 
0.7 1.0 0.5 
0.2 0.5 1.0 

For example. Table 1 defines a simple similarity matrix between three roles: 
undergraduate student {und), PhD student iphd), and professor (prof). 

Similarity threshold 

The similarity threshold is the threshold for which a given similarity value 
is accepted. We denote the similarity threshold as 'S\ For instance, suppose 
an SBIS system where some action requires a permission p, but the user does 
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not hold such permission. The SBIS engine should look for a permission p' 
held by the user such that it is similar to p with a similarity value greater than 
the similarity threshold: 3p^\p ̂  p' > 5. 

The similarity threshold can be either static or dynamic. An static similarity 
threshold cannot be changed during execution time, while a dynamic similarity 
threshold can change its value during execution-time giving cause for a secu­
rity dial, 

4, Integration of SBIS in current SAML frameworks 

An interesting issue is how an SBIS system could be integrated into an ex­
isting access control system, without having to introduce major modifications 
in the system. Our approach is to reuse the main components of an existing 
system. For instance, permissions, authorisations, attributes, and so on as pro­
vided in SAML assertions. We consider the use of SAML in a generic access 
control scenario as described in Figure 1. It involves a Policy Decision Point 
(PDP), which can take SAML assertions as the input to the access control de­
cision, and a Policy Enforcement Point, which controls the access to a given 
service or resource. 

Requestor 

/ N 

PEP 

Evaluate 

Decision 

^ 
Y"""̂  

6 

f 
OK 

> 

01^ 

f 
r permit 

Absolute 
security check 

FAIbL 

SBIS 
check 

FAIbL 

Q deny ^ 

~̂  

< • 

-> 

^ 1 Policies 

SBIS threshold 

- ' ^ i 1 ^ SBIS log 

Figure 1. SBIS 

Consider a set of SAML assertion statements P, with a partial order ^ . 
Suppose that a given access request requires permission p and that the user 
making the request holds a set of statements Q, Then, the decision process 
could be summarised as: 

Absolute security check: if3qeQ\qdiP then permit, otherwise SBIS check. 
SBIS check: if3qeQ\q^p>6 then permit, otherwise deny. 

5. Expressing SBIS in SAML assertions 
SAML provides a standard XML framework for exchanging security infor­

mation between online business partners (OASIS, 2005). It is a well known 
standard applied in numerous industry products. 
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Security information is exchanged in form of assertions, SAML provides 
three types of assertion statements: Authentication, Attribute, and Authorisa­
tion Decision. Broadly speaking an assertion has an issuer, a subject or sub­
jects, some conditions that express the validity specification of the assertion, 
and the statement (one or more). The assertion may be signed by the issuer. 

Similarity-based assertion 
We apply similarity functions to the SAML statements and their elements. 

For example, an authorisation decision includes the resource and the action of 
the authorisation. An authority may provide an authorisation decision asser­
tion in terms of similarity between resources or actions, under some similarity 
threshold. 

We introduce a new optional element contained by the SAML statement el­
ement called Sbisinf o to provide SBIS-related information. Note that this 
information cannot be provided in the condition element of the assertion be­
cause it makes reference to the whole assertion, while a single assertion can 
provide more than one statement for the same subject. 

<element \\dimQ="sbis:Shislnfo" \.y\iQ="shis:SbisInfoType"I> 
<complexType mimQ="shis:ShisInfoType"> 

<sequence> 
<element name="sbis: threshold" iype="douhle"/> 
<element name="shis:source" type=7D" niinOccurs="0"/> 
<element i\2LmQ-"sbis:function" typQ="shis:ShisFunctionType" minOccurs="0"/> 
<element n?LmQ="sbis:history" iy\it-"sbis:SbisHistoryType" minOccurs="07> 

</sequence> 
</complexType> 

<complexType nsime="sbis:SbisFunctionType"> 
< sbis:element ref= "cbml: similarity "/> 

</complexType> 
<complexiype name= "sbis.SbisHistoryTipe"> 

<dQmQr\t rQf="saml:AssertionURIRef' maxOccur{i="unbounded"/> 
</complexType> 

Figure 2. Sbislnfo XML Schema definition. 

This Sbislnfo element contains a sequence the following elements: 

• threshold: the value of the threshold when the assertion was declared. If 
it is numeric, it will have to be normalised to the interval [0,1]. 

• source: optional element indicating the source of the similarity check, 
which is used to decide whether to trust the assertion or not. It will 
normally be the issuer of the assertion but this may not always be the 
case. 
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• function: the function used to calculate the similarity. This function 
is described using CBML {Case Based Markup Language) (Hayes and 
Cunningham, 1999), as described in Section 3. 

• history: a sequence of URI references to assertions used to evaluate and 
issue this assertion. They may be used to verify the similarity constrains 
by a third party. 

A simplified W3C's XML Schema definition of the Sbislnfo element can be 
seen in Figure 2, which provides an extension of the current SAML assertion 
Schema (version 2.0). There, we denote the SAML namespace as saml, the 
CBML namespace as cbml, and the SBIS one as sbis. 

< Assertion 
xrnlns= "urn:oasis:names:tc:SAML:2.0:assertion " 
xmlns:ds="http://www. w3. org/2000/09/xmldsig^" 
Version="2.ö" 
ID= "http://www. library. edu/AuthenticationService/SAMLA ssertions/126 " 
hsuQ\nmnt="2005-04-]3T16:30:00.173Z"> 

< Conditions 
NotBeforQ=^"2005-04-13T16:30:00.173Z" 
NotOnOrAfter= "2005-0^-14716:30:00.173Z"I> 

<Issuer> 
http://www.library.edu 

</Issuer> 
<Subject> 

<NameID NameQualifier="/i?r/7.-//www.//Z?rary-̂ <^w"> 
Alice 

</NameID> 
</Subject> 
< AuthzDecisionStatement 

Resource= "hup://www. library. edu/PhDCatalog " 
Decision= "Permit "> 

< Action > read </Action> 
<SbisInfo> 

<threshold>0.5</threshold> 
<source>http://www.library.edu</source> 
<function>...</function> 
<history>...</history> 

</SbisInfo> 
</AuthzDecisionStatement> 
<ds:Signature>...</ds:Signature> 

</Assertion> 

Figure 3. SAML Assertion example. 

Figure 3 shows an example of a simplified SAML authorisation assertion 
with SBIS information. 

Expressing the similarity function 
In order to express the similarity function, we use CBML, which is a generic 

XML-based language for CBR. This language can describe generic similarity 
functions (Coyle et al., 2004). 

http://www
http://www
http://www.library.edu
http://www.//Z?rary-%5e%3c%5ew
http://www.library.edu%3c/source
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It is important to note the relevance of being able to express similarity func­
tions in a common and standard way. An authority which provides some kind 
of attribute, can also provide the similarity function for its attributes. The au­
thority will be the principal with more knowledge about the attribute, thus the 
expert who can provide the best similarity function. The similarity function, 
also serves as a proof to third parties of how the similarity was calculated. It 
includes the features used to calculate the similarity and how were they calcu­
lated. 

6. Practical considerations 

When a SAML asserting party or authority generates an assertion under sim­
ilarity constraints the assertion includes the relevant information regarding the 
similarity threshold, similarity function and references to assertions used dur­
ing the decision process. This information, together with the digital signature 
of the assertion is crucial for third parties that have to evaluate the assertion. 

The SBIS information encoded within the assertion is sufficient to avoid 
the cascading problem (Foley, 2002). For example, given the example of the 
similarity function in Table 1, for the roles: undergraduate student (und), PhD 
student iphd), and professor (prof). Consider that Alice has an attribute as­
sertion issued by a recognised authority Chancellor, If we consider a decision 
point with a similarity threshold ö — 0.5, Alice will be able hold the phd role 
(und ~ phd — 0.7), but not the prof role (und ~ prof — 0.2). In some 
situations Alice may ask the decision point to issue a new assertion stating that 
she can hold the role phd to use the assertion in another access request for ex­
ample. But note that then, she could use such assertion to gain privileges for 
the ro\t prof since phd ~ prof = 0.5. While this is a simplistic example, the 
cascading problem must be dealt with carefully in more complex situations. To 
avoid cascades, when Alice asks the decision point to issue the second asser­
tion, this assertion will have all the information previously commented. Thus, 
the receiver is able to evaluate and track the similarity constraints used to issue 
the assertion. 

In (Foley, 2002) a specific solution for the cascading problem is provided. 
While providing an elegant solution, it requires an a priori knowledge of the 
similarity functions involved in the similarity-based decision (including future 
ones). In this paper we provide a more generic solution. One could use the 
assertion to compare it to a new attribute assertion (such as age) and provide a 
new different similarity function, 

7. Conclusions 

This paper discusses the relevance and motivation for allowing a controlled 
degree of imprecision in security decision engines. This degree is based on the 
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similarity between security related information such as permissions, attributes, 
etc. resulting in similarity based imprecision security (SBIS) systems. We in­
troduced SBIS capabilities in SAML, which is a widely adopted standard in 
Web Services and Grid. 

SBIS is not intended for high security or critical systems but systems where 
usability is a key point. Empirical studies demonstrate that currently, absolute 
security systems are failing to do their job. SBIS can provide enough flexibility 
to the system and at the same time it can ensure some degree of security. 
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Abstract: In this work we present a service discovery system that supports flexible 
queries using partial keywords and wildcards. It is built upon a Chord network 
and it guarantees that any existing data that match a query is found. The main 
feature of this service is to use a proxy server layer with a mechanism for data 
distribution that reduces the number of nodes involved in the searching 
process. 

Key words: service discovery, peer-to-peer, proxy, Chord, distributed searches. 

1. INTRODUCTION 

With the phenomenal success of Internet and the availability of a great 
amount of information, one of the main challenges nowadays is to find 
specific information. This problem was first noticed when it started to be 
hard finding specific information on web sites. This made sites like Google 
and Yahoo, that search the web for documents and other information, to 
become very popular. However, with the power of distributed computing 
and its different paradigms, the problem of finding components that provide 
a given service is going to a new dimension. 

Several protocols have been proposed and we can generally divide them 
in two groups: (1) protocols developed to be use in limited environments. 
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like local area networks such as SLP (Service Location Protocol) [12], UPnP 
(Universal Plug and Play Protocol) [13], Jini [14], and others; (2) a new 
series of protocols [5, 6, 7, 8, 9] developed to work in large scale, for 
instance those built on Peer-to-Pqer networks [1, 2, 3, 4]. 

In this work we present a system that fits into the second category and 
uses a Chord [2] network as its foundation. It allows users to search for 
information by specifying keywords and wildcards. It also guarantees that 
existing data are found. The main feature of our system, when compared to 
others, is that it uses a proxy structure to accelerate searches and define a 
scheme to decrease the number of nodes searched for potential matches. This 
schema seams efficient even when the user gives little information to be 
used in the searching process. 

This paper is structured as follows. Section 2 presents the background of 
the work that consists of briefly presenting Chord network. Section 3 
presents the proposal of this work including the idea of distributed proxies 
and the changes we suggest in Chord. Section 4 presents the searching 
protocol. Section 5 comments about related work. Finally, section 6 presents 
the final remarks. 

2. BACKGROUND 

Chord [2] is a distributed lookup service used in peer-to-peer systems. It 
is not a storage system. It is based on the notion of consistent hashing and of 
an identifier space that is mapped to a set of nodes. A node is a process or a 
host identified by an IP address and a port. A chord identifier is associated 
with each node. Thus, high level names are translated into chord identifiers. 

This work is built on a Chord Network, which is a peer-to-peer network 
and uses DHT (Distributed Hash Table) and consistent hashing [10, 11] 
techniques, to associate an identifier to each search key and each IP address 
of the nodes of the network. This is done through a hash function, like SHA-
1, for instance, to the key and the IP address. It organizes the network in a 
ring layout, that is, to each key it is possible to determine the IP address of 
the server that contains it. In short: suppose that <hash(key)> is equal to 45. 
This means that this key will be on the server that has a IP address which 
hash function(IP) >= 45. When there is no server with hash(IP) = hash(key), 
the server related to that key will be the next in the ring that has an hash(IP) 
greater than that key. 

To identify the next servers in the ring, each server provides a type of 
router table. The server localization contains at most 0(Log N) messages 
traded by servers. In addition, the protocol supports the insertion and 
removal of nodes in the network and allows warning this to any application 
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responsible for implementing the key migration to the new server (just the 
ones it is responsible for). 

3. DISTRIBUTED PROXIES 

Although the DHT (Distributed Hash Tables) based data publishing and 
localization schemes, as in the Chord Net, are already capable of distributing 
data between several servers, we use a technique that reduces dramatically 
the load on each of them through the insertion of a proxy layer between the 
nodes that query for data and the nodes that store them. Each proxy caches 
the query and serves several clients. Thus, instead of the nodes receive 
queries of N clients, they receive just from M proxies, where, of course, M is 
far less than N. 

The distinguishing features of the proposed architecture are: it is 
automatic (no configuration is necessary to point which proxy to use), highly 
distributed (each node acts as a proxy) and each proxy takes charge of just a 
subset of keys, providing a greater rate of cache hit. 

3,1 Chord Subnets 

The model we propose is based on the creation of several Chord subnets 
inside the Chord global net. These subnets, however, are just logical subnets, 
as they are composed of the same machines of the global network. This idea, 
of course, requires changes in Chord in order to support that the same node 
be part of two networks (one of subnets and also the global network). These 
modifications are basically to duplicate the structure of the data that contain 
information about the nodes (and the keys) in the Chord ring, and to create 
an identifier for each network, that will be provided in the operation made 
through it (the network). The identifier will indicate which set of data 
structure should be used to determine the nodes that will be used. 

Figure 1 shows a situation where there are three Chord subnets inside the 
Chord global network (containing nodes 1, 3, 6, 7, 10, 11, 15,19, 20 and 24) 
that allows 24 different keys. The first subnet has si as identifier and has 
nodes 1, 7 and 10. The second subnet has s2 as identifier and contains nodes 
3, 11 and 19. Finally, the third subnet has s3 as identifier and contains nodes 
6, 15, 20 and 24. Figure 2 shows the nodes and their related keys in the third 
subnet and in the global network. 
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Figure L Chord Subnets. 
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Figure 2. Key distribution in the Chord Networks: Global Network and Third subnet 

Each Chord subnet (sub ring) works as a proxy network (each node is a 
proxy). When a node is looking for data related to a specific key, it sends the 
query initially to the nodes of the Chord subnet to which it is part of, and 
these nodes (the proxies) are the ones that search for the data in the nodes of 
the global network. It is important to note that the nodes of the subnets store 
just the data associated to the keys in the subnet, as these indicate the set of 
data to each the proxy should be used. 

3.2 Proxy and Operation Mode 

The proxy identification (subnet node) to be used in the searching 
process for a specific key is done in the same way as in any Chord network. 
The only different aspect is the fact that the subnet identifier must be 
informed, so that the nodes are able to know whether they should use the 
data structure (that determine the next node) related to the global network or 
to the subnet. Also, we should notice that length of the key and hash function 
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used are the same, for both subnet and global network. To use the same key 
length is possible due to the Chord architecture, which allows the 
responsibility of a set of N keys to be distributed in a network with any 
number of physical nodes. Also, the use of the same hash function simplifies 
and optimizes the system performance, as it allows calculating this function 
only once, with the proxy just forwarding the key search in the global 
network. 

When a proxy server receives a query for a specific key with the network 
identifier being the local subnet, it is changed to the one of the global 
network and it forwards the query to the next node of the global network. 
This is done after searching its own cache to check if it already has that 
value stored locally. 

Suppose that node 24 in Figure 1 is trying to find key 9. Initially it 
searches, in the local network (s3): it checks its subnet table (see Figure 2b) 
and determines that the node (proxy) responsible for that key is node 15. 
Thus, it forwards the query to that node and informs that subnet s3 is being 
referred to, that it is an operation inside the subnet. When node 15 receives 
the query, it changes the Chord net identifier from subnet to global network. 
It verifies in the global network table (see Figure 2a) that node 10 is 
responsible for key 9, and forwards the query to that node (in case it does not 
have the data related to this key in its cache). When the query is received, 
node 10 is informed by the network identifier that it is a global search. Thus, 
it will not act as a proxy, but as a normal node just recalling the data 
associated to the informed key of its local database. 

3.3 Performance 

It is well known that the performance of a Chord network is influenced 
by its capacity to determine the IP address of the node responsible for a 
specific key. This is done by contacting at most O (Log N) nodes, whereas N 
is the number of nodes in the network. However, as each proxy searches for 
just a one subset of the total keys, we can use an efficient cache system for 
the IP addresses of the nodes responsible for each key. In other words, each 
proxy besides caching the searched keys and the data associated to each of 
them, it also caches IP addresses of the nodes associated to each of them. 
This way we reduce the complexity of the searches from 0(Log N) to 0(Log 
S), where S is the number of nodes in the subnet. Thus, it is far less than N. 
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4. SEARCH PROTOCOL 

A Chord network is able to process simple key searches. It is possible to 
determine in which node a given identifier is stored. This way it cannot be 
used directly as a protocol for complex searches with detailed descriptions of 
services. Therefore, usually a Chord network (or other peer-to-peer 
networks, like CAN [3] ) is used as basis for building refined search 
protocols. Some desirable features in such protocols are: (1) Ability to 
distribute the registry of services, even if they are of the same kind, to 
different servers. This avoids demanding services to end up overflowing 
specific nodes; (2) Load balance, so that the loading of performing searches 
is distributed between each server; (3) Exact matches of complete sentences 
must be found in a very precise way; (4) Guaranteed success in the search if 
the data is available in the network. 

Services can be described by a pair (attribute, value) or by a XML 
document. In this work we will use the former, and not the XML approach, 
even though they are very similar. Also, we assume that a service description 
has an attribute identifying each service type, for example: printer. 

4.1 Service Registry 

The service registry process consists of the storage of each attribute of 
the service in a different node, together with the service type identifier and a 
link (an URL, for instance) to the complete description of the service. Each 
link should identify the service in a unique way, as it will associate the 
various attributes of the service. 

Although the attributes are registered separately, complex searches 
dealing with various attributes are also possible by splitting the search into 
several simple searches. The simple search deals with just one of the 
attributes. After, the results are grouped according to the operators used (OR, 
AND and so on). Another way of searching, that is more reliable for 
searches dealing with the operator AND, is to send the search to the node 
responsible for one of the specified attributes. From this node each one 
selects the services that match the specified criteria and forwards the search 
to the node responsible for the next attribute. The services found would be 
forwarded from node to node are refined at every new step. 

The identification of a node where an attribute should be stored is 
calculated in the following way: 
1. It is calculated the hash function of the text resulted from the 

concatenation of the name of the type of service and the name of the 
attribute, that is: hash(kind_service+name_attribute). 
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2. It is calculated the numeric value for the data in the attribute, using table 
1, where each character is associated to a value. The calculation consists 
of adding the numeric value of each character of the text. 

3. For each word in the attribute, we search for the character with the least 
numeric code associated and subtract this value from the numeric code 
associated to the character with greatest value. The biggest value is used. 

4. It is divided the keys from the one obtained in step 1 in intervals of n 
keys, where n is the code of the greatest value in table 1. 

5. The value obtained in step 2 is added to the key calculated in step 1 
creating, then, a new key. 

6. It is verified to which of the intervals calculated in step 4 the obtained 
key is part of. The data will be stored in the node m of this interval, 
where m is the value calculated in step 3. 

Table I. Table of characters codes 

Code 
6 
7 

Character 
A 
B 

Code 
8 
9 

Character 
C 
D 

Code 
10 

Character 
E 

Figure 3 shows the process of identifying the node responsible for the 
color attribute of a service called ''car''. Note that the hash function result is 
node 3 and that adding to this number the value obtained by the sum of the 
numeric code of all characters of the attribute value, that is, black, we obtain 
the value 8 is result. Assuming that the greatest code in the characters table 
is 4, the nodes from node 3 obtained through the hash function, are divided 
in intervals of 4 nodes. Whereas, interval 1 has nodes 3, 4 ,5 and 6. Interval 2 
has nodes 7, 8, 9 and 10.. As node 8 is in the second interval the data will be 
stored in any of its nodes. The exact node of the interval is determined by the 
difference between the codes of the characters 'k' and 'a' obtained from the 
value "black". As for our example we assumed that this difference is 4, the 
resulting node is node 10. 

4.2 Queries 

When a search for an attribute is composed of the complete value of the 
data in the attribute, we just need to make calculations identical to those 
done in the registry process, already explained, in order to obtain the specific 
node where the attribute is located. Note that, this approach can guarantee 
the requirement that exact searches must be as efficient as possible. 
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Hash(car+color) 

Interval 1 

Interval 4 

14 13 12 

Interval 3 

Hash(car+color) 
+ NUM(black) 

, c o d ( k ) - c o d ( a ) = 4 

Interval 2 

Store attribute 

Figure 3. A identification of the node responsible for storing the value of the attribute 
"color=black" for a "car" service. We assume that the sum of the codes of the characters of 

"black", NUM(black), is equal to 5 and that the difference between letters 'k' and 'a' (greatest 
and least characters of "black") is equal to 4. 

However, in a partial search, searching for keywords or expressions like 
comput*, for instance, does not return the specific nodes where the data are. 
The motivation of using a method that ascribes a numeric value to the data in 
the attribute through the sum of the codes in its characters is that this places 
a substring in every node right before the one responsible for the complete 
string. Also, as words characters are given by the user, it will be closer to the 
node containing the data. Therefore, in a partial search the results of the 
calculations inform the node where the search must start from, but the 
subsequent nodes in the Chord ring must also be queried. 

This composition of nodes can be very big. In order to address this 
problem, a technique was developed to divide the nodes after the base node 
(pointed by the application of the hash function) in intervals and use the 
difference between the codes with greatest and least character of the data to 
help determine the exact node where the data is. Our goal is that if just part 
of the complete text contained in the attribute is informed, the difference 
between the greatest and the least character in the informed text will always 
be less or equal to this difference calculated in the complete text. Thus, for 
each range from the one containing the node calculated as initially, just the 
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node above the value of the difference between the greatest and the least 
characters informed in the search must be searched. 

4.3 Optimizations 

The number of the intervals to be searched can also be reduced if it is 
identified the data that creates the greatest numeric value possible (sum of 
the characters codes) for the searched attribute. To get this information it is 
necessary to use the length of the attribute field. To handle this issue, we 
concatenate to the searched data as many characters as necessary to hit the 
maximum length of the field. The character used should be the character 
with the greatest numeric value associated (see table 1). To determine the 
field length, the proxies should analyze the information obtained for the 
attribute and use the greatest data size already recalled, to calculate the 
maximum size. 

Although this optimization provides the results expected fi'om most of the 
searches, some data may not be found. Therefore, a mechanism should be 
provided to allow the user activate or not this optimization. 

5. RELATED WORKS 

Squid [8] is a searching system that also supports searches by using 
keywords and wildcards. It uses a space filling curve based on an index 
scheme to map data elements to nodes using keywords. The main features of 
our system is that it requires some keywords to both describe the service and 
the search, while it keeps its efficiency even with a small amount of 
information provided by the user. In addition, even though systems provide a 
fairly similar mechanism (based on the association of the numeric codes) to 
determine the set of nodes to match the query, our approach is different. 

The INS/Twine [5] system registers services by calculating a hash 
function that involves both the field name and the given data. This 
calculation is processed several times (for the different fields of the service). 
Then, it stores the complete description of the service in each node. This 
approach decentralizes the services register but allows just exact searches. 
Our approach also uses the idea of registering the service based on the value 
of its attributes, but it registers just the data related to the attribute in each 
server and modifies the way that the hash function is used. Thus, partially 
searches can be made. 
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6, CONCLUSIONS 

In this paper we have presented a service locahzation mechanism built 
upon a Chord network. However, it proposes some changes to Chord in 
order to support a proxy server layer, containing the network's own nodes, 
that cache the queried data in order to accelerate the searching process. The 
proxy architecture allows the automatic identification of the proxy to be used 
and it also supports fault tolerance. Another important contribution is a 
service distribution method between the nodes in the network, that allows 
the dramatically reduction of the number of potential matches in a search. 
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Abstract: In this paper, the use of directional antennae on access points in wireless local 
area networks to sectorize the coverage area is proposed. This is shown to be a 
simple way to significantly increase throughput while greatly reducing the 
occurrence of the hidden terminal problem. First, we discuss the current use of 
sectorization in various wireless networks, including cellular and ad hoc 
networks. Then, we present the details of the proposed architecture, describing 
the necessary enhancements to the current Access Point functionality and 
examining the tradeoffs of costs and infrastructure. Finally, we carry out a 
performance analysis to demonstrate the marked increase in throughput and 
efficiency achieved by the new technique. 

Keywords: Wireless Local Area Network (WLAN); 802.11; sectorization; Access Point 
(AP); Performance Analysis 

INTRODUCTION 

Over the last five years, wireless local area networks (WLANs) have 
become an increasingly popular choice for users seeking data services both 
at home and at the office. The reason for the success is that WLANs can 
support highly crowded, hot spot areas needing high data rates with a 
minimal investment in infrastructure, functioning as a wireless extension of 
the Ethernet. However, WLANs still suffer from reduced data rates due to 
unreliable wireless links, error control overhead, and overhead for medium 
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access control. Though standards such as 802.1 la/g are evolving to achieve 
higher data rates by using orthogonal frequency division multiplexing 
(OFDM) at the physical layer, the 802.11 MAC continues to rely on an 
omni-directional access point (AP) that runs one instance of the carrier sense 
multiple access with collision avoidance (CSMA/CA) protocol. This 
approach has become a bottleneck for high-speed data and multimedia 
applications because of the increased overhead required to coordinate user 
access. In fact, the overhead incurred by RTS and CTS decreases the actual 
throughput of 802.11 to almost half the throughput that can be achieved at 
the physical layer. 

A common technique used to overcome this problem, i.e., to increase 
WLAN throughput in high traffic areas, is to use several co-located APs to 
serve one network in an extended service set (ESS). For example, since the 
802.11b standard specifies three non-overlapping frequency channels, three 
APs can be co-located, each using a different channel, allowing three 
simultaneous instances of 802.11, and improving the overall throughput. 
Similar results can be seen with the 802.1 la standard, which can provide up 
to 8 orthogonal channels. In fact, multiple co-located APs for 802.11a are 
necessitated due to the smaller coverage area of the same. Though this 
procedure can solve the problem to some extent, requiring multiple APs to 
serve one location is an inefficient use of hardware, and points to an inherent 
capacity ceiling. However, with small improvements in the software and the 
hardware, a single AP can use the idea of a simple router to significantly 
multiply the achievable bandwidth at the last hop wireless link. 

In this paper, we propose a new sectorized architecture for infrastructure-
based WLANs. In Section 2, we discuss the current use of sectorization in 
various wireless networks, including cellular and ad hoc networks. Then, in 
Section 3, we describe the proposed modifications, including necessary 
enhancements to current AP functionality, and an examination of the 
tradeoffs with respect to costs and infrastructure. Section 4 provides a 
description of the performance analysis used to determine the effectiveness 
of the new scheme, followed by the numerical results in Section 5. Finally, 
Section 6 provides some conclusions and a discussion of fiiture work. 

2. RELATED WORK 

A detailed description of the 802.11 medium access control (MAC) 
protocol can be found in [1], [2]. Quality of Servive (QoS) guarantees for 
delay sensitive traffic and the enhancement of the throughput in the 802.11 
protocol have been topics of intensive research. Most of the new ideas in this 
area, as in [3], try to suggest some improvement in the system performance 
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by making variations in the traditional CSMA/CA scheme for medium 
access control. Similarly, many mobility models and measures have been 
proposed for simulating moving terminals in a generic wireless coverage 
area, as in [4]. The use of directional antennas for WLAN access points has 
been studied in [5] and [9] as a space division multiple accesses (SDMA) 
technique to increase the capacity of cellular and WLAN communication 
systems respectively. Cell sectorization using directional antennas has often 
been implemented in cellular voice networks to increase the frequency reuse 
factor at the cost of a decrease in trunking efficiency [6]. In [7], a new MAC 
protocol for ad hoc wireless LANs was proposed, which was based on the 
CSMA/CA scheme using directional antennas. This scheme uses the idea of 
directional RTS and CTS to allow simultaneous conversations, which do not 
interfere with each other, and hence improve the throughput. However, little 
work has been done on medium access control for sectorized access points in 
infrastructure-based wireless LANs. 

3. SECTORIZING THE COVERAGE AREA 

3.1 Enhanced AP Functionality 

The AP in the current 802.11 topology is a layer-2 device, which has 
only two network ports: one to connect it to the wired Ethernet, and the other 
to connect it to the radio interface. Such a design is effective for a small 
office environment, or for home networking, both of which serve a small 
number of mobile units (MUs). However, as 802.11 becomes a data 
networking solution for larger organizations with a large number of MUs, 
and also the possible 4G wireless solution, the simple AP design loses its 
efficiency. We propose the design of 802.11 APs with one Ethernet port and 
multiple radio ports, where each radio interface has a semi-directional 
antenna, covering, say, 360 degrees in the vertical and 90 degrees in the 
horizontal. Each directional antenna can be configured on one of the 
orthogonal channels (3 in 802.11b) to allow the data in each sector to be 
transmitted and received separately on each antenna. The antennas can be 
placed in a spatially predetermined way to minimize co-channel interference. 
Figure 1 shows the sectorized AP configuration for four directional antennas. 
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Figure I. Sectorized AP Configuration for Infrastructured WLANs 

3.2 Medium Access Control 

We envision a separate MAC instance running in each of the sectors at 
the AP. The MUs in each sector contend amongst each other using 
CSMA/CA to gain access to their respective directional antennas. We do not 
expect buffering to be a major issue. For example, to run three instances of 
802.1 lb at the AP, the Ethernet port will support 100 Mbps links, while each 
directional antenna can have a maximum rate of 11Mbps. We propose that 
the sectorized AP use a sector table, similar to a routing table, to route the 
downlink traffic efficiently. This table will comprise the current sector and 
the MAC address for each MU. As MUs move around the coverage area, this 
table will have to be updated every certain interval of time. 

3.3 Trade-offs 

In the implementation of the sectorized scheme, we expect to observe the 
following advantages: 
• Since each single sectorized AP has multiple conversations taking place 

at the same time, the throughput can be increased. 
• The hidden node problem will be reduced by sectorization, since there is 

a much smaller probability that MUs in the same sector cannot hear each 
other. 

• An added benefit to the reduction of the hidden terminal problem is that 
the need for RTS/CTS overhead is eliminated, again increasing the 
throughput performance. 
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On the other hand, there are several issues to be considered for implementing 
sectorized APs, including: 
• The new approach would significantly increase the computational 

complexity of the AP, which was originally built to be a simple device. 
However, considering the increasing demand for high bandwidth wireless 
services, the application of WLANs to high traffic areas, and the 
objective to provide QoS for multimedia traffic, the customer satisfaction 
resulting from increased throughput should offset the investment in 
added complexity. 

• Similar to the above issue, the design of a new sectorized AP would be 
more costly for manufacturers and customers alike. However, 
considering the new technique as a replacement for the practice of using 
several APs in a single location, the reduced number of APs should offset 
the additional hardware cost. In addition, mass manufacturing of 
electronic components tends to reduce the cost in the long run. 

• Having sectors would bring forth the issues of user mobility and its 
influences on the effectiveness on the system. In particular, as MUs move 
among various sectors, each cross over results in control signaling and 
updating of the AP's sector table, which takes away time from useful 
data processing. There are also fluctuations in the throughput of the 
system as the load in each sector varies, and this depends on the patterns 
of mobility of the users. 

• Finally, if many MUs gather in a concentrated area, such as an audience 
in an auditorium or conference room, then there would be no activity in 
several sectors, while one or two sectors may be overloaded. Some cases 
are shown in figure 2. In this case, since the antennas are configured on 
different frequencies, each can be temporarily turned toward the problem 
sector to provide relief. Furthermore, a controlled feedback system can be 
designed to automatically change the orientation of the antennas, based 
on sector load and user density. 

In light of the tradeoffs, and to quantify both the advantages and some of 
the pressing issues, we now evaluate the performance of the new technique. 
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Figure 2. Variation in Node Density in a coverage area of 50x50 units 

4. PERFORMANCE ANALYSIS 

A discrete event analysis is used to analyze the performance of the 
scheme. We simulate the access behavior of Â  stations located in an LxL 
square unit area, with an -S-sector AP located in the center. 

4.1 Fading Model 

The channel fading model used in test simulations is based on lognormal 
fading [8]. Log-normal model is a generic slow fading model. For this 
model, the path loss, Lp, in the signal propagation from node i to node j (and 
from AP to node) is given by: 

Lp.j = L^ + 10a \ogd.j + X (1) 

where Lo is the path loss at the distance of 1 meter, a is the path loss 
exponent, dij is the distance between nodes i and j , and A" is a random 
variable based on a log-normal fading distribution. 

4.2 Hidden Node Calculation 

A signal transmitted from one MU can be missed by another MU if it is 
so far away from the transmitter that the signal fades till it reaches the other 
MU. This can lead to collisions when the transmissions from 2 MUs hidden 

file:///ogd.j
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from each overlap. The signal fading is on the basis of the model described 
above. If the received power from node / to node j is less than a pre-set 
threshold, then nodes / andy are considered to be hidden from each other. 

4.3 Collision Avoidance Calculations 

The CSMA/CA protocol is used independently in each sector of the AP, 
along with the corresponding 802.11 back-off procedure [2]. Every node is 
assigned a contention window, based on a uniform distribution from a lower 
value of 0 to an upper value of CWmin-l time slots. Each time a collision 
occurs, the contention window is doubled, up to a maximum of CWmax-1 
time slots. A record is kept of the number of successful transmissions and 
number of collisions. 

4.4 Throughput 

The net throughput of the system is calculated in terms of the percentage 
of total simulation time used for successful frame transmissions: 

Throughput ^^""^^^"^ (2) 

where s is the number of successful transmissions, tfRAME is the 
transmission time of each frame, and TSJM^^ the total simulation time. 

5. RESULTS 

5.1 Throughput and Hidden Nodes 

Numerical results for the throughput and for the number of hidden nodes 
are obtained for the sectored coverage area, and are compared with those for 
the traditional 802.11 omni-directional AP. This set of results is obtained for 
fixed MUs, all of which are distributed uniformly in the composite coverage 
area (except in cases with different distribution densities). Table 1 shows the 
chosen parameters used in the simulation. The significance of the node 
density is to capture the impact of user positioning on the performance of the 
system. 

Figure 3 shows the throughput results comparing the use of a three-sector 
AP with the omni-directional AP, for a varying number of nodes. The three-
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sector case has a rapid increase initially, due to the smaller number of nodes 
being distributed among different sectors, thereby reducing the number of 
collisions. As the number of nodes increases, the number of collisions also 
increases, resulting in a gradual throughput reduction for the three-sector 
case. Yet, even with the decrease, the three-sector throughput has a 
significant improvement upon the performance of the omni-directional case. 

Table 1. Simulation Parameters 
Parameter Description 
Path loss factor (a) 
Square area (LxL) 
Node Densities 
Slot time 
DIFS 
Packet Size 

Value 
3 
L == 50 meters 
Cases 1 - 5 (see Figure 2) 
50 micro seconds 
128 micro seconds 
1 KB (constant) 

Figure 4 shows the number of hidden terminal incidents for the sectored 
APs compared to the omni-directional case for the log normal fading model. 
It demonstrates that the number of hidden nodes is greatly reduced with an 
increase in the number of sectors used. As the coverage area per sector 
decreases, the MUs in a sector are closer and are less prone to being hidden 
from each other. 

Throughput with nodes for 3 sectors and 2 Mbps 
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Hidden Nodes vs Number of Nodes for varying number of sectors (Dens=1) 
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Figure 4. Number of hidden nodes vs. total number of nodes for Log-Normal Fading 

The results in figures 3 and 4 were calculated for node density case i. As 
mentioned previously, one of the tradeoffs with the architecture is the effect 
of the node density on the performance of each sector. Figure 5 compares the 
throughput versus the number of sectors for various node densities, 
according to the cases illustrated in figure 2. It can be seen that the node 
density has minimal overall effect on the omni-directional throughput, while 
it has a drastic effect on the sectored AP throughput. The more concentrated 
the users are geographically, the more drastic the reduction. 
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6. CONCLUSIONS 

As the demand for wireless bandwidth increases with each new hot 
appHcation or network, the efficient use of network resources, including 
hardware, becomes more and more important. In this paper, it was 
demonstrated that the use of sectorized APs in WLANs is an effective way 
to increase throughput as well as to prevent incidences of hidden terminals. 
The scheme coordinates multiple instances of CSMA/CA running on a 
sectored AP, and provides a sector table for simple AP routing functions. 
The enhanced functionality for the AP introduces several tradeoffs, such as 
increased complexity and cost, that we believe are far out-weighed by the 
dramatic increases in throughput and efficiency, translating into a system 
that can handle an increased customer base with higher customer 
satisfaction, 
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Abstract: Given the considerable trend towards multi-party, peer-to-peer (P2P) 
communication, many are looking at the P2P computing paradigm as the 
means to extend the capability and scalability of Internet-based services. 
Current P2P frameworks are, however, largely incompatible with each other 
and do not address all the requirements of mobile computing. Here we propose 
a novel solution to peer group management which is 'autonomic', 'mobile 
friendly' and 'service driven'. We illustrate how our approach facilitates 
mobile P2P services by managing peer groups based on service semantics and 
resource availability. Our system allows efficient 'deep' search of user 
personal content stored in thin mobile terminals. Results are based on an 
experimental prototype and are demonstrated by a simple proof-of-concept 
mobile service. 

Keywords: Mobility aware P2P; Mobile P2P applications; P2P Group Management. 

1. INTRODUCTION 

Mobile services over all-IP networks are revolutionizing the way people 
communicate, enhancing their ability to engage in virtual collaborations and 
share content. The classic client-server (C-S) interaction paradigm is still the 
backbone of Internet services. However, as these are increasingly based on 
multi-party, Peer-to-Peer (P2P) communication, P2P computing is gaining 
momentum as one of the fundamental building blocks of modem services. 

Mobile P2P (MP2P) services bring the benefits of P2P computing (e.g., 
increased scalability, robustness, seamless resource pooling) to the mobile 
user. Despite their appeal, MP2P services are difficult to provide today since 
existing P2P frameworks are heavyweight and not geared towards mobility. 
On the other hand, mobile terminals are thin and involve intermittent 
connectivity that is not typical in conventional P2P computing. 

Beyond the plethora of Internet services, mobile services represent an 
unprecedented revenue-raising opportunity for mobile network operators and 
value-added service providers. In particular, operators hold a unique position 
in the service-provisioning marketplace. They can rely on standardized 
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service-centric frameworks (such as IMS^) and on a pre-existing range of 
subscribers. They have relevant know-how and are in the best position to 
add new dimensions to P2P services, namely security, authentication and 
quality of service. 

Taking the operator's perspective, we present here a novel approach to 
deploying MP2P services which is 'autonomic', 'mobile friendly' and 
'service driven'. In particular, we address the problem of providing effective 
group management in such a way which allows thin mobile terminals to 
dynamically join P2P services, share content and initiate virtual P2P 
communities. 

Our approach is service-driven - peer groups or clusters are created on 
the basis of service semantics. We illustrate this new approach via a proof-
of-concept P2P property selling application (Section 2), where peers are 
clustered depending on their postal code of interest. A completely different 
grouping strategy would be used, for instance, in a MP2P gaming service, 
where users may want to use group-joining strategies based on game name, 
user ability, location and so forth. Group structuring/organization is 
fundamental to P2P services. It affects the way P2P resources (including 
services) are, first, advertised and published and, then, discovered. The way 
adverts are organized, eventually affects the scalability of the MP2P service 
so we argue that the operator or service provider should directly affect that. 
This is why in our system grouping arises directly from service 
requirements. 

Upon capturing the most relevant P2P systems (Section 3), we explain 
why our approach is mobility-aware (Section 4). Finally, in Section 5, we 
present the evaluation of our approach. Having realized a core set of MP2P 
protocols (publish, discover etc) and a MP2P service incurring a memory 
consumption of just öOOKbytes, we have proved the viability of our ideas. 

2. MP2P SERVICE DEPLOYMENT SCENARIO 

The application and use case scenario depicted in Fig. 1 have been 
developed for the purpose of illustrating the potential of mobile P2P 
services, demonstrating their viability in relation to state-of-the-art 
technologies, and present the service-driven group management approach 
proposed in Section 4. We are assuming a scenario in which mobile services 
are offered via a mobile network operator e.g. through the IP Multimedia 
System (IMS)\ which supports the initial service discovery, registration, 
authentication and so forth. A typical sequence of interactions is depicted in 
Fig. 1. A user instantiates the service with the purpose of advertising a 
property. In addition to typical information (address, type of property, price 
etc) the user may use the terminal camera to grab/store pictures or video 
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clips of the property. After entering the property data, an XML advert is 
generated (Fig. 1 step 1). This will be subsequently used during the semantic 
discovery phase (see Sect.4). Having stored the content and its 
corresponding XML advert, the user uses the IMS framework to authenticate 
itself and register to the property-selling service in the role of a "seller" (2). 

A buyer joining the server will go through the usual operator's 
authentication process (3, 4), followed by a discovery phase. P2P publish 
and discovery are described in Section 4, while Fig. 1 shows that, once the 
buyer discovers the seller, any further communication between them is in 
P2P mode - i.e. the operator is bypassed for efficiency reasons (5), Being 
part of a P2P system, the buyer now transparently acts also as a server for 
any content it has downloaded from the seller (6). Other users may, then, 
instantiate the service either as buyers, sellers or both (steps 7-10). 

O I R E C T O R Y 

Figure 1. A personalized MP2P property selling application. 

EXISTING P2P SYSTEMS 

The Peer-to-Peer (P2P) computational paradigm^ is in essence an 
alternative to the Client-Server (C-S) model. We can identify four main 
approaches to P2P computing. Hybrid P2P systems such as Napster\ Jabber^ 
and ICQ^ represent the first generation of P2P systems. They use a 
centralized indexing server to facilitate the interaction between peers - but 
this introduces, again, a single point of failure and a bottleneck. 

In a pure unstructured P2P system all nodes communicate and find each 
other directly through a P2P overlay with no central server intervention. 
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This solution is highly scalable and reliable since a failure in one or more 
nodes does not affect the communication between the remaining nodes. 
Examples are Gnutella^ and Freenet^. The inherent drawbacks are the limited 
search horizon and the large network overhead (queries are propagated via 
flooding). Hence, unstructured systems have been superseded by structured 
P2P systems which are based on Distributed Hash Tables (DHT)^ The latter 
systematically reduces search complexity - examples are Chord^, Pastry^^, 
and Tapestry^\ What limits the applicability of DHT systems to the area of 
mobile services is their simplicity in terms of searching. 

Super-Peer networks such as JXTA^̂ '̂ "̂  consist on some special nodes 
that operate as a server to a set of clients and as an equal in a network of 
super-peers. These systems improve manageability without compromising 
scalability and fault tolerance. They combine the efficiency of centralized 
search with the autonomy, load balancing and robustness provided by 
distributed search. The key benefits exploited also in our system are the 
reduced search time and the limited signaling overhead. If we consider M 
Super Peers in charge of Â  peers (with N»M), a search will take O(A0 in a 
pure unstructured P2P overlay and 0(Af) in a Super Peer-based overlay. 

4. GROUP MANAGEMENT IN PEERMOB 

The work presented herein is part of the PeerMob project, whose aim is 
to build a service framework facilitating the deployment of mobile P2P 
services by network operators. Given the scope of this article, below we 
focus on the group management aspects of PeerMob. 

4.1 Semantic Clustering for Service-Driven Grouping 

PeerMob adopts a Super Peer, n-tier hybrid architecture where the 
number of hierarchical levels and the structure of the P2P overlay are 
determined by service semantics. We illustrate this novel approach by means 
of an example, using the application of Section 2. For the sake of simplicity. 
Fig. 2 depicts a possible solution based on a 3-level hierarchy. The main 
components are: 
• PeerMob centralized server: holds the service schema which ultimately 

influences they way peers are dynamically grouped, acting as a meta-
information repository of Super Peer (SP) identifiers; 

• Super Peers: realize typical cluster head functionality, acting as 
information hubs (for discovery requests across groups), and store the 
meta-adverts corresponding to the whole content stored in their group 
peers. 
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• Simple Peers (or peers): Store the actual data content (e.g. pictures, video 
clips, property description) to be shared with other peers. 

Looking at the requirements and specification of the P2P application, the 
service developer designs the service schema. We have used XML to 
facilitate semantic data processing. For efficiency, our prototype makes use 
of a relational database. Fig.3 illustrates a snippet of the server-side meta-
information w.r.t. the application of Section 2 and the scenario depicted in 
Fig.2. Fig.3A, illustrates the grouping based on postal code; Fig.3B, shows 
the three SP identifiers; and Fig.3C identifies the allocation of SPs to Groups 
(one SP per group in this simple case). 

Service semantics influences also the structure of the meta-information 
maintained by Super Peers. Our SPs have a lightweight relational database 
analogous to the one present at the server side. However, while the server-
side meta-information relates groups with SPs, the SP meta-information 
relates SPs with simple peers. 

SUPER 
PEERS 

SINPLE 
PEERS 

GUI GU2 GU2 GU3 

Figure 2. The PeerMob system in relation to the application of Section 2. 

4.2 Mobility-aware Group Management 

All meta-information is dynamically updated as new groups appear and 
new users join/disjoin those groups. Clearly, when the size of a group grows 
(for instance as a result of an increased interest in the properties of a 
particular area), the number of SPs per group should grow too. Since we are 
assuming a mobile P2P scenario, relatively thin terminals may act as SPs; so 
another important element of group management is the run-time level of 
congestion of SPs. Finally, since we are assuming that any peer (including 
SPs) may be mobile, the system should keep track of who is connected and 
react appropriately when peers lose connectivity. In particular, since SPs 
store the adverts relating to the data content shared by simple peers, it is 
essential to maintain replicas of those adverts. Similarly, the actual content 
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stored by simple peers should be transparently replicated to increase 
availability and tolerance to loss of connectivity. 

We have addressed the aforementioned requirements via an autonomic, 
self-management approach. This is based on periodic messaging that is 
confined between adjacent hierarchical levels. Going back to the example of 
Fig.2, peers periodically report their presence directly to their SP (or SPs to 
cater for data replication). In turn, SPs report their presence and level of 
resource utilization (the 'capacity' field in Fig.3B) directly to the centralized 
server. 

In this way, when a simple peer loses connectivity from its group, the 
relevant SP can trigger a P2P fault-tolerance mechanism. For instance, if the 
disconnected peer contains data which is requested by some other peer, the 
SP dynamically redirects any request meant for the disconnected peer to the 
peer containing its replicas. Loss of connectivity of a SP is handled in a 
similar way but involves the intervention of the centralized server. 

Group size is managed on the bases of the 'capacity' information relayed 
by SPs to the centralized server and of the 'peer to SP' ratio. So if a SP is hit 
by 'too many' requests, and as soon as its run-time resources go below a 
certain threshold, a new SP election mechanism is triggered under the 
control of the server. A similar reaction is triggered as the number of peers 
per group increases. 
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Figure 3, Server-side XML schema for the property selling application of Section 2. 
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4.3 Semantic Publishing and Discovery 

P2P services critically rely on two functions, publish and discovery. 
Publishing, allows a peer to advertise its content, resources or services in 
such a way as to make them shareable with other peers. Discovery, in turn, 
allows a peer to find resources of interest. PeerMob adopts a semantic 
approach to publish and discovery. The first issue for a seller is to determine 
the group where its advert should be propagated. In our case, semantic 
indexing is achieved by mapping the seller's advert (in XML) with the 
server DB information. Given the semantics of this particular service, the 
server returns SPs which store adverts w.r.t. the relevant postal code. 
Multiple SPs are returned in order to allow the replication of adverts. At this 
point, the peer joins the relevant peer group and publishes the advert in SPi 
and SP2. A similar semantic-based procedure is followed by the buyer. In 
this case, the initial task is to determine the relevant group that holds adverts 
regarding the geographic area of interest. Upon joining a group, the buyer 
can query the group's SP, issuing an XML query which is easily matched 
against the SPs list of adverts. The SP finally returns the list of sellers to the 
requester who can now engage in P2P communication with the buyers. 

5. SYSTEM EVALUATION 

We have realized a first prototype of the MP2P core along with the 
application of Section 2, proving the viability of the MP2P concept 
involving thin mobile terminals - the total footprint is only 600Kbyte. In the 
remainder we present a significant sample of results aiming at assessing 
response time, overheads, and scalability. 

5.1 Super Peer Response Time 

Super Peers store adverts and handle queries coming from group 
members or from other SPs. We are assuming a mobile environment in 
which wireless enabled PDAs can act as SP. We assess here the ability of 
such thin devices to act as SPs. The experimental set-up is illustrated in Fig. 
4. The PDA is an HP IPAQ 5550 with a 400 MHz Intel XScal PXA255 
processor, 128 Mbytes RAM, 48Mbytes ROM and integrated WiFi 
(802.11b). Multiple simple peers run on a single laptop. The PDA stores 
1000 XML adverts in its cache and is hit by an increasing query rate ranging 
between 2 and 32 requests per second. Fig. 5 illustrates the results, including 
average values and the 95% confidence bands related to 100 repetitions. The 
important result is that response time does not increase dramatically, proving 
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that even thin terminals can be effective SPs. Scalability is achieved thanks 
to the distributed search mechanism offered by P2P. 

SERVER 

Wireless AP 

SIMPLE PEER SUPER PEER 

Figure 4. Experimental set-up. 
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Figure 5. Super Peer response time. 

Like for any other distributed system, P2P systems offer advantages in 
terms of response time and scalability which are paid at the expenses of 
other forms of overheads. In PeerMob there is periodic messaging between 
adjacent hierarchical levels (Fig.2). The advantage of our approach is that 
messages generated by simple peers are confined within their group (i.e. do 
not propagate up to the server). There is, however, messaging between SPs 
and server - this is needed for effective group management (Section 4). 
Messaging around the server is the main determinant of bottlenecks - we 
report here our findings based on mathematical modeling (for brevity, the 
model description has been omitted). 
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Figure 6. Server messaging Vs. SPs. Figure 7. Server messaging Vs. adverts. 

The linear behavior of Fig.6 was expected since the size of messages 
does not change with other system parameters, whereas message rate is 
determined by the self-management system. As the system becomes more 



Service-driven Group Management for Mobile P2P Services 229 

dynamic, the message refresh rate (RF) has to increase and so will the slope 
of the line. 

Fig.7 captures what happens as we increase the number of adverts. In this 
case the maximum SP capacity was set to 500 adverts. This means that while 
the number of adverts increases linearly, the number of SP increases only 
when its maximum capacity is reached (every 500 adverts) - hence the step­
like shape (message rate increases only with the number of SPs). 

Being resilient to peer failure, PeerMob adopts a messaging rate which 
varies with the Peer Failure Frequency (PFF). Fig. 8 captures the influence 
of this parameter. 

5,3 Search Failure Rate 

Fig.9 captures the system resilience to SP failure. The result highlights a 
very attractive property which is typical of P2P systems, i.e. their ability to 
increase resource availability via data replication mechanisms. In our study 
we emphasize the effect of SP failure probability since this is an important 
factor in mobility-aware P2P systems. We can see that our system can 
compensate to a great extent SP failure by increasing data replication. 
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Figure 8. Effect of Peer Failure Frequency on server 
messaging. Figure 9. Resilience to SP failure. 

CONCLUDING REMARKS 

Behind the scenes of this article we are addressing the following 
questions: is it possible to satisfactorily bring the power of P2P to the mobile 
context? Whose role is it to provide the necessary level of management 
which can make this vision a reality? Can P2P-enabled mobile services 
spark a new generation of services? 

The work carried out so far, indicates positive answers to the above 
questions and highlights the important role that operators may take. 
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Operators and service-providers already adopt a service-centric approach 
aimed at sparking a wealth of new mobile services. MP2P is certainly not the 
only enabler of revolutionary services but it can, indeed, play an important 
role if integrated with existing frameworks. 

Our immediate plans are to integrate the PeerMob system in IMS and 
study the benefits that MP2P can bring into it, while also exploiting the 
standardized features of IMS in P2P. Security, authentication, and charging 
are certainly weak aspects of existing P2P frameworks that are also not 
geared towards mobility. A seamless integration of P2P computing with 
state-of-the-art service-centric frameworks such IMS seems the obvious step 
towards effective mobile P2P services. 
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Abstract. Programmable context-ware services use context information and 
programmable networks technology in the provision of easily customised and 
personalised services, which can respond appropriately to changes in their en­
vironment. This paper presents one such service, which is used to enable the 
provision of VoIP services in crisis situations. This service, the context-aware 
VoIP (CaVoIP) service is built upon the CONTEXT platform, an innovative 
middleware designed for the creation, deployment and management of con­
text-aware services. The platform consists of a programmable layer, a context-
aware service engine and a policy-based service layer. The voice services in 
the Ca VoIP service are provided by a session initiation protocol (SIP) plat­
form called Siptrex. The result is an easily customised, flexible and scalable 
context-ware service, which suppresses, non-essential traffic during crisis 
situations allowing greater bandwidth for essential traffic. 

Keywords: programmable services, programmable networks, context, and 
context-aware services 

1 Introduction 

Context consists of the implicit and explicit information of an entity, be it an 
application, network or service, which can be used to characterise it. This 
context information can be used to enhance a service or application, person­
alising it, enriching it or making it more responsive to changes in its envi­
ronment or situation [1]. When a service makes use of its context, it be­
comes context-aware. Context-awareness is characterised by the ability of a 
service or system to react to its changing environment. Context-aware ser­
vices can be developed through the creation of a context infrastructure on 
top of a programmable network [3][6]. This paper presents a programmable 
context-aware service designed to efficiently use network resources to cope 
with the huge increase in voice traffic during crisis situations. 
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This research was carried out as part of the an EU funded project called 
CONTEXT [3][4], which created the CONTEXT platform. This platform 
made use of programmable networks and policy-based service management 
(PBSM) for the efficient creation, deployment and management of context-
aware services. The CONTEXT project created a context-aware VoIP (Ca-
VoIP) service where context and programmable networks are used to en­
hance a VoIP service enabling it to react appropriately to crisis situations 
such as terrorist attacks or major disasters. During a crisis there is a huge 
strain on a network due to the great increase in voice traffic, both essential 
from the emergency services, doctors, hospitals) and non-essential (from 
general public). Without proper management, there is less bandwidth avail­
able for essential traffic (resulting in a degradation of the quality of the ser­
vice. The aim of the CaVoIP service is to suppress non-essential traffic and 
only allow traffic from priority users to be carried on the network. This ser­
vice would monitor for different crisis conditions and enable the network to 
respond appropriately. In the CaVoIP service a session initiation protocol 
(SEP) [2] VoIP platform called Siptrex [5] is used to provide voice services. 

The next section, the background, provides an overview of the technologies 
used to create the service namely programmable networks, context and con­
text-awareness. Then the service specifications, realisation, components and 
interactions of the CaVoIP service are detailed. A service scenario and 
evaluation is then presented. This paper ends with the conclusions. 

2 Background 

2.1 Context and Context-awareness 

Context is defined as any information that can be used to characterise the 
situation of an entity, where an entity can be a person, place, physical or 
computational object. Typical examples of context information are: (1) user 
location information (e.g. outdoors/indoors, street, city, etc.); (2) social con­
text (e.g. role -student/staff/faculty; wife; boss; colleague, etc.); (3) personal 
preferences (e.g. food preferences, favourite sports, etc.); (4) user's behav­
iour (e.g. task, habits); (5) device and network characteristics (e.g. network 
elements, bandwidth). 

A system is context-aware if it uses context to provide relevant information 
and/or services to the user. The user here can be a human end user or an-
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other application, service or system. Context-awareness enables a new class 
of computing and network services [3]. These services can be easily person­
alised to help users find nearby services or devices, decide the best devices 
to use, receive messages in the most useful and least intrusive manner, and 
can enable systems to react appropriately to certain situations etc. As the 
CaVoIP service is context-aware, it uses network information to respond 
appropriately to a crisis and can be easily personalised. 

2.2 Programmable/Active Networks 

Traditional networks passively transport data packets from one host to an­
other via routers. Each node performs only the processing necessary to for­
ward packets towards their destination. In programmable or active networks, 
the packets contain code, which can be executed by active routers. Active or 
programmable routers are network nodes that execute the code contained in 
an active packet [10]. This code can be used to make the network nodes 
more intelligent and programmable. Active network architectures enable a 
massive increase in the complexity and customisation of the computation 
that is performed within the network [14]. 

There exist two main approaches to realise active networks: programmable 
nodes and encapsulation. In the first approach, the user injects programs 
into the programmable node separately from the actual packet using existing 
network packet formats and providing a discrete mechanism for download­
ing programs to the active nodes. The program is executed when data pack­
ets associated with it arrive at the node [10] [13]. 

In contrast, in the capsule approach, a program is integrated into every 
packet. Encapsulation replaces existing packet structures with programs that 
are encapsulated within the transmission frames. In this approach, the active 
node has a built-in mechanism to load the encapsulated code, an execution 
environment to execute the code and semi-permanent storage where cap­
sules can retrieve or store information [13]. 

3 The Context-aware VoIP Service 

3.1 Ca VoIP Service Specification 

The CaVoIP service is a programmable network service which uses context-
awareness and PBSM to deal with crisis situations in VoIP networks. These 
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situations cause an upsurge in network traffic. This upsurge has to be man­
aged carefully to ensure that the quality of the essential traffic (from emer­
gency services, police, hospitals, government etc) is not compromised. The 
solution is to terminate all non-essential traffic when a crisis occurs and 
from then on only allow essential traffic. The CaVoIP service is built on top 
of the CONTEXT platform, a programmable, policy-based network plat­
form. The CONTEXT service creation subsystem creates the service spe­
cific code and policies for the CaVoIP service. The network is monitored for 
a crisis using context-aware service code. The PBSM along with the pro­
grammable network is used to deploy and manage the service. To fulfil 
these objectives, the service needs: 

• A means of obtaining and analysing context information 
• A means of interacting with the underlying programmable network 
• A means of interacting with the PBSM used to manage the service. 
• A means of accessing the Siptrex platform. 

3.2 CaVoIP Service Realisation 

The CaVoIP service works as follows. A context computational object 
(CCO) monitors the network, computes context from local information and 
publishes it to the Context broker. The Context broker is a programmable 
network interface which allows the CaVoIP service to interact with the pro­
grammable network and obtain context information. A service execution 
condition evaluator (SICE) subscribes to this information and determines 
when a crisis has occurred. A SICE monitors a particular condition to de­
termine when a service should start. A crisis is defined as the moment when 
calls made to the emergency number (911) have passed a predefined thresh­
old in a fixed period of time. When a crisis occurs the SICE informs the 
PBSM and certain execution policies are invoked resulting in the deploy­
ment of a service level object (SLO) to the nodes in the crisis area. A SLO is 
a programmable application that provides a context-aware service. This 
SLO begins executing by terminating all non-essential calls to and from the 
crisis area. It then takes over call admission control from the SIP servers and 
only allows privileged callers access to the network. When the crisis is over 
the SLO stops executing, relinquishes call admission control and the Ca­
VoIP service reverts to its default state. 
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The CaVoIP service is realised through the service code (the SICE, SLO and 
CCO), the Siptrex and CONTEXT platforms and the SIP and Context bro­
kers. The CONTEXT platform is used to create, deploy and manage con­
text-aware services. The brokers serve as interfaces between the program­
mable network and the service code. They allow programmable entities 
access to the network and context information and enable them to perform 
network reconfigurations needed to implement services. The user agents and 
SEP (session initiation protocol) servers of the Siptrex platform were modi­
fied to interface with the SIP broker and the service code. The Siptrex and 
CONTEXT platforms, brokers and service code are all described below. 

3.2.1 Context Platform 

The CONTEXT project [4] designed and developed an innovative platform 
and middleware solution to efficiently provide context-aware services mak­
ing use of programmable networks technology and PBSM. 

Subscri 
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Policy-based 
Service 
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Service Support Layer 

DINA Active Application Layer 

IPv4 IPv6 IP layer 
Network Element Abstraction 

(Ethernet) ( G P R S ) ( WLAN 

Figure 1: CONTEXT framework architecture 

Figure 1 illustrates the high level architecture of the CONTEXT platform 
[3]. It consists of a distributed service execution environment (EE) on top of 
a transport layer. The EE is composed of two layers, the service support 
layer (SSL) and the programmable application layer AAL. The features 
provided by these two layers are applied throughout the service creation, 
deployment, and operation phases of the service lifecycle. 



236 K. Jean, N. Vardalachos and A. Galis 

The AAL provides the programmable network functionality to the higher 
layers. A programmable platform, DINA, was developed based on concepts 
used in ABLE [7][8] [9]. DINA is a programmable middleware, which can 
be attached to different types of routers to make them programmable routers 
[10]. It enables the deployment of programmable services on network nodes. 
The APIs of the DINA platform allow the service code access to local, net­
work, and context information, allowing it to perform actions (such as net­
work level configurations) as needed. The ABLE platform was chosen, as it 
was lightweight, scalable and easily extensible. ABLE's extensibility and 
scalability results from the use of brokers, software components which en­
able access to all sorts of services and technologies e.g. SIP, context, QoS, 
GPRS etc. The creation of DINA was achieved by rewriting much of the 
ABLE C code in Java (to enable interoperability). During this process secu­
rity was improved and support for context-aware services and IPv6 were 
provided. 

The SSL consists of two main subsystems, the context-aware service (CAS) 
creation and customisation subsystem and the PBSM subsystem. The former 
enables context-aware service creation and customisation and also contains 
a service subscription server. The PBSM contains the policy management 
infrastructure. This consists of the policy manager, the code and policy re­
pository as well as the code distributor and the code execution controller. 
Policies are used for service creation, deployment and operation. 

The CONTEXT solution is characterised by three phases: 

• Service Creation and Customisation Phase: In this phase, the behav­
iour of a context-aware service is defined based on the capabilities of 
the AAL. This behaviour is modelled as a set of policy rules in XML. 
Based on that model and the capabilities of the AAL, the service code 
and policies are then generated using a code generator. The generated 
service code and policies are then customised according to the cus­
tomer's specifications. 

• Service Deployment Phase: The code and policies are stored in code 
and policy repositories respectfully. According to the code distribution 
policies for the CaVoIP service, the customised code and policies are 
distributed throughout the network to the code storage and execution 
points (DINA nodes). 
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• Service Operation Phase: After the code has been distributed to the 
execution points, the service awaits triggers, as defined by the respec­
tive code execution policies, for code execution to begin. In the Ca-
VoIP service, the trigger to start executing the service is when a crisis 
has occurred. The trigger or event is raised by a service invocation 
condition evaluator (SICE) when it detects the context conditions 
identifying a crisis. 

3.2.2 DINA Components 

DINA is a modular and scalable programmable network platform that en­
ables the deployment, control, and management of programmable services 
over networks entities such as routers, WLAN access points, media gate­
ways, and servers in IP-based networks. In addition, DENA provides inter­
faces (brokers) that can be used by the programmable services to retrieve 
information and perform configuration operations on local nodes. Figure 2 
below presents the main DINA platform components. 

ASl 
Sessior 
Broker 

Information 
Broker 

AS2 

Figure 2: The DINA platform components 

The DINA platform consists of two main components, the Session broker 
and the Diverter that run in parallel on each programmable node. The Ses­
sion Broker is the core of the DINA platform. It receives and parses pro­
grammable packets, handles and manages existing services, and distributes 



238 K, Jean, N, Vardalachos and A. Galis 

programmable packets according to service requests. The Diverter receives 
the programmable packets captured by the programmable node and forwards 
them to the Session broker. In addition to these two components, other com­
ponents, called brokers, run in parallel and provide enhanced services to the 
programmable sessions. These services extend the DINA platform allowing 
it to integrate with other technologies and services e.g. SIP, QoS, context 
etc. The following are two DINA components created for use in the CaVoDP 
service. 

3.2.2.1 SIP Broker 

The SIP broker is a programmable application, running on DINA, which 
interfaces between the AAL and the Siptrex platform used to implement the 
CaVoIP service. The broker provides to the programmable entities the abil­
ity to control and manage the SIP components such as proxy servers, and 
user agents. The SIP broker also provides the service code the ability to 
obtain information from the SIP server and to control aspects of call control 
during a crisis situation. The SIP broker performs three primary functions; 
provide information about the SEP servers, sessions and users; terminate 
voice sessions; and delegate call admission control to service level objects. 

3.2.2.2 Context Broker 

The Context broker implements the mechanism for enabling service code to 
access the necessary context information from the various context sources. 
It provides the methods that enable context producers to publish their con­
text information and context consumers (service code) to retrieve it. In the 
CaVoIP service, it is used to store SEP, network and user context. 

3.2.3 Siptrex System 

The Siptrex system [5] is a versatile and extensible platform that provides 
VoIP services based on SEP. The Siptrex system software was developed in 
Java using the Java API for Integrated Networks (JAIN), the Java Media 
Framework (JMF) and a SEP parser from the National Institute of Science 
and Technology (NIST). The Siptrex platform was chosen to use in the Ca­
VoIP service due to its simplicity, easy extensibility and interoperability. 

The Siptrex system is of a client server design. The Siptrex clients (user 
agents) are SEP software phones (softphones) through which Siptrex users 
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access the Siptrex services (through the Siptrex server) and are used to initi­
ate and terminate SIP sessions. Siptrex service deployment is supported 
through the provision of a Siptrex API. The Siptrex platform components 
were modified to allow the SIP broker access to information from the Sip­
trex system enabling call admission control delegation and session termina­
tion. 

3.2.4 Ca VoIP Service Components 

3.2.4.1 Service Invocation Condition Evaluator (SICE) 

The SICE for the CaVoEP service is the SIP_SICE. It is configured to detect 
a crisis. It queries the Context broker to determine whether the number of 
SIP calls from a SEP domain has exceeded a certain threshold. When this 
threshold has been passed, a crisis is deemed to have occurred. The 
SIP_SICE then sends an event to the PBSM notifying it of an observed cri­
sis. 

3.2.4.2 Service Level Object (SLO) 

The SLO for this service is the CH_Main. It is the key program in the Ca-
VoIP service. It is deployed through the programmable network to the DINA 
nodes that are in the crisis area, as soon as the PBSM is informed of the 
crisis. Under a crisis situation the SLO takes over call admission control 
from the SEP server, allowing only privileged users access to the VoIP ser­
vice. Non-privileged callers are blocked. Furthermore, the SLO terminates 
all non-essential calls when a crisis begins. It also fetches the user context 
(privileges) from the Context broker to determine whether they are privi­
leged users. 

3.2.4.3 Context Computational Object (CCO) 

The CCO for this service is called the CH_Publisher. It collects SIP call 
information, relating to 911 calls, from the SIP broker. CH_Publisher com­
piles and publishes this information as context items to the Context broker. 

3.3 CaVoIP Service Interactions 

3.3.1 Service Creation and Deployment 

The CaVoIP service is created using the CAS creation and customisation 
subsystem of the CONTEXT platform. The Siptrex and CONTEXT plat-
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forms are first installed. Then the Context broker, SEP broker and 
CH_Publisher are installed on the DINA nodes The CAS code generator 
generates the service code and policies for the Ca VoIP service. The service 
code and policies are then customised to fit the requirements of the cus­
tomer (e.g. the 112 versus the 911 emergency number, definition of a crisis 
situation etc.). The result is customised CH_Main and SIP_SICE, custom­
ised policies and customisation parameters for the CH_Publisher. The 
SIP_SICE along with the generated policies and customisation parameters is 
distributed to the code execution points (DINA nodes). This process is car­
ried out by the code distributor and is controlled by a Distrib-
ute_Service_Code policy. Other policies control service code removal and 
revision. 

3.3.2 Crisis Detection 

The CH_Publisher registers to publish the 911 call context to the Context 
broker. The SIP_SICE is configured by the PBSM with specific policies, 
and subscribes to the context items associated with the statistics of the emer­
gency number, and the crisis condition. At every reporting period the 
CH_Publisher asks the SEP broker running in the same domain for session 
statistics detailing the number of 911 calls. This context is then exported to 
the local Context broker. If a crisis condition is detected, the SIP_SICE is 
notified by the CH_Publisher through the Context Broker. Then the 
SIP_SICE creates a Start_CH_Main event and sends it to the PBSM. This 
event contains the address of the DINA node that hosts the SIP broker re­
sponsible for the domain in which the crisis has occurred. Upon receiving 
this event the PBSM distributes CH_Main to the specified DESfA nodes. 
Figure 3, illustrates the interactions among the components of the CaVoEP 
service involved in crisis detection. 
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Figure 3: Sequence of interactions for the crisis detection stage 

3.3.3 Service Execution 

On arrival at the DINA node, CH_Main begins its execution by instructing 
the SIP broker to terminate all ongoing non-essential calls to and from the 
crisis domain. Then CH_Main is delegated call admission control. From this 
point on, all new sessions to be established must be authorised by the 
CH_Main. CH_Main checks the privileges of the callers and callees of all 
new call requests, by contacting the Context broker, allowing only privi­
leged callers to make calls. When the crisis is over, CH_Main terminates 
and relinquishes call admission control. Figure 4 illustrates the interactions 
among components involved in the service execution stage. 
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Figure 4: Sequence of interactions for the service execution stage 

4 CaVoIP Service Evaluation 

4.1 Service Scenario 

A scenario can be envisaged where a terrorist bomb has exploded at a train 
station in a city. The scene is horrific and there are casualties. An eyewit­
ness calls the emergency services. Many people gather at the site and there 
is a flurry of calls from them as well as other neighbourhood residents. The 
emergency services and police arrive and try to get the situation under con­
trol. An eyewitness calls the local newspaper to report the breaking news. 
When it has been established that a crisis is underway this call is terminated 
as the system terminates all the non-essential calls. Further call attempts fail 
and other low priority users cannot make calls. If a paramedic needs to call a 
doctor at the hospital for advice, the network accepts the call, due to his 
privileged status. 
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4.2 Service Testing 

The aim of this test was to prove that the CaVoIP service works as envis­
aged during the design process. The test would be considered successful if 
as soon as a crisis occurs all the non-essential calls are dropped and from 
then on only essential calls are allowed. Figure 5 illustrates the testbed used 
for the CaVoIP service. 
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Figure 5: Testbed for CaVoIP service 
The components of the CaVoIP service testbed are described below: 

• One Siptrex server hosted on a Linux machine. 
• One DINA node on the same Linux host as the Siptrex server. It 

contains the DINA programmable platform with the SIP and Con­
text brokers as well as the CaVoIP service components: CH_Main, 
SIP_SICE and CH_Publisher. 

• The CONTEXT PBSM, which consists of the code execution con­
troller, the code distributor, the policy engine and the code and pol­
icy repositories. 

• The CONTEXT service creation and customisation subsystem. 
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• Several user agents acting as callers and callees, one for the eyewit­
ness Jake, one for the 911 contact centre, one for the newspaper and 
one for the doctor. 

4.2.1 Test Procedure 

The tests were conducted with the SIP_SICE, CH_Publisher, SDP broker. 
Context broker, Siptrex server, DINA components and CONTEXT platform. 

1. The user privileges for each of the user agents were introduced in 
the Context broker. 

2. Seven completed calls were made to 911 in less than 5 seconds (this 
was the definition of a crisis) and then a call was made between 
Jake's user agent and the newspaper. The crisis was detected and 
CH_Main deployed and started to execute in the DINA node. 

3. A call was then made between the paramedic's user agent and the 
doctor's user agent. 

4. Then another call was made between Jake and the newspaper. 
5. After a period of time, an event was raised indicating the end of the 

crisis. Then another call was made between Jake and the newspaper. 

4.2.2 Test Results 

As soon as the crisis was detected and the CH_Main SLO began to execute, 
the call between Jake and the newspaper was terminated (as Jake is not a 
privileged user). The next call between Jake and the newspaper was not 
authorised and did not go through. The call between the paramedic and the 
doctor was authorised and went through. This was because the paramedic 
and doctor are privileged users. After the crisis was over the call between 
Jake and the newspaper went through. In fact all calls in the system were 
then authorised. The service tests were all carried out successfully and 
hence the CaVoIP service works exactly as was designed within the limits 
evaluated in the above test. 

4.3 Service Extensibility and Flexibility 

The CaVoIP service is very flexible and extensible due to its context-
awareness and use of policies. More complex privilege allocation and logic 
to deal with it can be introduced. This can be done by altering the service 
logic found in the SLO to allow several permutations of privilege and access 
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control to be used. The user privilege could be allocated through a number 
scale. For instance, a paramedic could have a privilege of two, a doctor three 
while the chief of police has five. Ordinary users will have a privilege of 
one. The decision to authorise the call could then be made through a combi­
nation of the privileges of the caller and callee. This can be achieved just by 
changing the user context published to the Context broker and the call ad­
mission logic in CH_Main. 

Changes to the service can be introduced during the service customisation 
phase. The definition of a crisis situation could be changed (e.g. 10 calls to 
911 in 5 seconds or 20 calls to 911 in one minute) or a totally new crisis 
situation can be defined (e.g. 20 dropped calls in one minute). The context-
awareness and policy-based infrastructure allows such easy customisation 
and flexibility. The policy-based nature allows easy extensibility of the ser­
vice. Some users could be allowed video calling, others voice only calls, 
some short message service (SMS) calls while blocking others, all according 
to their privileges. 

4.4 Service Scalability 

As both the underlying platforms used to create the CaVoDP service, the 
Siptrex and CONTEXT platforms, are easily scalable then the CaVoIP ser­
vice can also easily scalable. To allow scalability, much use is made of the 
modular design of the CaVoIP service and the policy-based infrastructure. 
Additional Siptrex servers can be accommodated by using a policy defined 
naming scheme both for the individual services and the context associated 
with the service. For instance if a Siptrex server is called SSOOl, all the 
context associated with it would be preceded with this tag. Different crisis 
conditions could be defined for each Siptrex domain. These parameters can 
all be defined during the service customisation phase. 

5 Conclusions and Future Work 

The CaVoIP service presented is a programmable context-aware service. It 
uses context, programmable network technology and PBSM to enable a 
network to deal with the huge increase in voice traffic during a crisis situa­
tion. It is easily customisable, personalisable and extensible due to the use 
of context and a policy-based infrastructure. The CaVoIP service could eas­
ily be developed further through more complex privilege allocations and 
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more complex logic to deal with them.. Also the services provided by the 
CaVoIP service can be extended to provide video calls and instant messag­
ing in which case it could be possible to define privileges that allow users to 
either have video calling, voice only calls or short message service (SMS) 
calls according to their user privileges 
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Abstract: The recent proliferation of e-services on the Internet (e.g. e-commerce, e-
health) and the increasing attacks on them by malicious individuals have 
highlighted the need for e-service security. E-services on the mobile Internet 
(mi-services) are no exception. However, for mi-services, the level and type of 
security may depend on the user's security preferences for the service, the 
power of the mobile platform, and the location of the mobile platform (we 
label these UPL). For example, if the user is traveling through a particularly 
dangerous area known for previous attacks, the security protection should be 
adjusted to use mechanisms that are resilient to these attacks. We propose the 
use of a security policy that allows for various security options commensurate 
with UPL, in conjunction with a context-aware security policy agent that 
notifies the service provider to activate new security appropriate to a change in 
UPL. 

Keywords: context-aware; software agent; security policy; mobile Internet; services. 

1. INTRODUCTION 

Internet-based e-services for banking, shopping, learning, healthcare, and 
Government Online have been growing rapidly and are now spreading 
themselves within the mobile Internet (Ho and Kwok, 2003; Mallat et al, 
2004). However, these services are subject to malicious attack in one form or 
another. This leads to concerns over their security (Josang and Sanderud, 
2003; Ghosh and Swaminatha, 2001; Joshi et al, 2001). 

In order for mobile Internet services (mi-services) to be successful, they 
must be secured from malicious individuals who continuously try to 
compromise them. An effective and flexible way of managing security for 
mi-services is to make use of security policies. A mi-service security policy 
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is a specification of what security measures will be used to protect the 
mi-service from security attacks. It should be noted that a security policy by 
itself does not guarantee that its stated security measures will be put in place 
or be complied with. That is an area of policy compliance that is outside the 
scope of this paper. 

A mi-service provider makes use of a security policy to specify the 
security measures that it will use to protect its mi-services. However, this 
security policy may not match up with the security needs of the mi-service, 
depending on the user's security preferences for the service, the 
computational power of the mobile platform, and the location of the mobile 
platform. For example, suppose the security measure for an e-leaming 
application is user authentication by means of a password. This 
authentication approach is known to be insecure. A security-sensitive 
consumer such as, for example, a defense contractor, may wish to add 
biometric authentication for an e-course on advanced weapons research. In 
such a case, the defense contractor would not want to use the provider's mi-
service that only has password authentication. As another example, suppose 
the security measure is access control. The provider's security policy may 
provide access to 5 features of a mi-service, whereas a particular consumer 
may need access to only 3 features. In this case, the consumer may be 
reluctant to make use of this provider's mi-service, especially if the 
consumer can find another provider that only offers the features needed and 
at a lower price. As a third example, suppose the security measure for a 
mobile banking application calls for encrypting the communication channel 
using AES (Advanced Encryption Standard). However, the user's cell phone 
has insufficient computing power to compute AES with reasonable 
performance. Again, the consumer would find it unsafe (or impossible) to 
use the mobile banking mi-service. As a final example, suppose there is an 
area of a large city that is notorious for man-in-the-middle attacks against 
mi-services. Mi-service consumers try to avoid this area but occasionally 
they have to traverse it in order to get to their destination. Unfortunately, the 
mi-service provider cannot target this particular area for more effective 
security against man-in-the-middle attacks so that once again, the service 
consumer is faced with a difficult situation. 

As a solution to these issues, we propose the use of a context-aware 
security policy agent that would initiate the best available security measures 
for a mi-service depending on the user's security preferences for the mi-
service, the computational power of the user's mobile platform, and the 
location of the user's mobile platform. We refer to this combination of user 
preferences, power, and location as UPL. Thus, referring to the examples 
above, the agent would trigger biometric authentication according to the 
user's preference, trigger access control for 3 features instead of 5, initiate a 
less computational resource intensive encryption algorithm (with acceptable 
loss in effectiveness), and invoke more aggressive defenses against man-in-
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the-middle attacks, according to the values of UPL. We further propose that 
the available best security alternatives be stated in a mi-service security 
policy that is negotiated and agreed between the mi-service consumer and 
the mi-service provider prior to using the service. Security policy negotiation 
is outside the scope of this paper but is described in Yee and Korba (2005). 

In the literature, there are many papers related to security policies. 
Security policies have traditionally been used to specify security 
requirements for networks and distributed systems (Varadharajan, 1990). 
More recently, they have been applied to manage security for distributed 
multimedia services (Duflos, 2002) and for very large, dynamically 
changing groups of participants in, for example, joint command of armed 
forces for some time period (Dinsmore et al, 2000). In addition, Ventuneac 
et al (2003) describe a policy-based security framework for web-enabled 
applications, focusing on role-based security policies and mechanisms. None 
of these authors use security policies containing selectable alternatives as we 
do in this work. 

We note here that our use of context-aware security policy agents for mi-
services is a form of service personalization. A key difference between mi-
services and stationary Internet services is that mi-services are more personal 
(Chae and Kim, 2003). Ho and Kwok (2003) state that mobile service 
personalization is sought after by service consumers. Therefore our proposal 
for the use of context-aware security agents as a form of personalization 
should be welcomed by mi-service consumers. 

The remainder of this paper is organized as follows. Section 2 defines 
mi-services, derives requirements for security policies, and gives an example 
of a security policy with alternatives that can be used with our context-aware 
agents. Section 3 describes our context-aware security policy agents and 
how they are used. Section 4 presents a discussion on operational and 
implementation requirements for the agents. Finally, Section 5 gives our 
conclusions and areas for future research. 

2. MI-SERVICES AND SECURITY POLICIES 

2.1 Mi-Services 

A mi-service for the purposes of this paper is an Internet service 
accessible using a mobile device such as a cell phone or wireless PDA. 
Figure 1 shows a network view of mi-services. In this figure, the mobile ISP 
(Internet Service Provider) provides mobile wireless access to the Internet. 
The mi-service provider provides the actual service. 

The mi-service provider has a security policy that specifies what UPL 
alternative security measures it will use to secure its service(s). The 
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consumer has security preferences for the UPL alternative security measures 
that will be implemented for the mi-service. In addition, the security policy 
implemented for the mi-service is transparent to the mobile ISP, i.e. the 
latter does not need to provide any kind of special support for 
implementation of the security policy, beyond what it normally provides for 
secure communication (the security policy is implemented at a higher 
architectural layer). This is important since involving the mobile ISP in the 
security policy would introduce further necessity for negotiation and 
agreements and possibly overload the mobile ISP in terms of processing 
requirements. Examples of current mi-services accessible via a wireless 
PDA are Amazon.com (online retailer), optionsxpress.com (online 
stockbroker), and WebMD.com (health information and technology 
solutions provider). 
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Figure 1. Network view of mi-services 

2.2 Security policy requirements 

Requirements for mi-services security policies address what security 
measures should be covered in a mi-service security policy. Since mi-
services fall under the category of open systems, we begin by looking at 
requirements prescribed by ISO 7498-2, the reference model for security 
architectures by the International Organization for Standardization 
(International Organization for Standardization, n.d.). This standard 
identifies 5 main categories of security services: 1) Authentication, 2) 
Access Control, 3) Data Confidentiality, 4) Data Integrity, and 5) Non-
repudiation. 

http://optionsxpress.com
http://WebMD.com
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The International Telecommunication Union Telecommunication 
Standardization Sector (ITU-T) provides Recommendation X.800, Security 
Architecture for OSI (Open Systems Interconnection) (International 
Telecommunication Union, n.d.) that lists the same 5 main categories of 
security services as above. We propose that these 5 categories of security 
services be covered in a mi-services security policy. We would add the 
following security services: 6) Secure Logging - of user transactions by the 
provider, 7) Certification - user or provider would use a certifying authority 
to certify credentials, 8) Malware Detection - user or provider would use 
some anti-malware software to detect and eliminate malware from their 
computing platforms, and 9) Application Monitoring - user mobile platform 
monitoring for licensed, verified, and permitted applications. 

We thus have 9 security services that should be specified in a mi-service 
security policy. Figure 2 identifies where these security services are typically 
applied using a mi-service network view. 

The above standards also list specific security services under the main 
security service categories. As an example, non-repudiation has the specific 
services (with the obvious meanings): "Non-repudiation, Origin" and "Non-
repudiation, Destination". As well, security mechanisms (e.g. digital 
signature) are used to support security services, i.e. security policy 
requirements. We will employ specific security services and mechanisms to 
formulate our mi-services security policy. 

Consumer 

DL^-'j 

Certification 
Authority 

1,5,7,8,9 

Consumer 
Information 
Database 

Mobile ISP 

3 

L3,4 i 
P 

> AMm:m3)>^ 

oooollllilliSj 

' ' o a a a 

a a p oj 

Mi-service 
Provider 

1 . 2 , 5 , 6 , 7 , 8 

Figure 2. Application of security services (numbers 
correspond to security services in Section 2.2) 

2.3 Mi-Service security policy 

Based on the requirements of Section 2.2, and using example values and 
security mechanisms, we propose the example mi-service security policy 
shown in Table 1. 
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Table 1. Example mi-service security policy in schematic form 

1 7=^/i<n^tfee; IVly S e ^ 

CONSUMER PROVISIONS 

Consumer Authentication 
Implement: yes (default) 
P1: Mechanism: password 
P2: Mechanism: V+F biometrics 
Consumer Non-Repudiation 
Implement: yes (default) 
Mechanism: digital signature 
Consumer Certification 
Implement: yes (default) 
Mechanism: certificate 
Consumer Malware Detect 
Implement: yes (default) 
Mechanism: Norton 
Application Monitoring 
Implement: yes (default) 
Mechanism: IIT-ISG 

1 PROVIDER PROVISIONS 

Provider Authentication 
Implement: yes (default) 
P1: Mechanism: security token 
P2: Mechanism: digital signature 
Provider Non-Repudiation 
Implement: yes (default) 
Mechanism: digital signature 
Provider Certification 
Implement: yes (default) 
Mechanism: certificate 
Provider Malware Detect 
Implement: yes (default) 
Mechanism: Norton 
Data Store Confidentiality 
Implement: yes (default) 
Mechanism: 3DES encrypt 
Communication Confidentiality 
Implement: yes (default) 
P1: Mechanism: SSL 
P2: Mechanism: VPN 
Communication Integrity 
Implement: yes (default) 
Mechanism: MD5 Hash 
Secure Logging 
What: order transactions 
Mechanism: 3DES encrypt 
What: user input 
Mechanism: 3DES encrypt 
Access Control 
L ŝer Role: Secretary 
Resource: scheduling module 
Resource: admin module 
User Role: President 
Resource: admin module 
Resource: salary module | 

In Table 1, the top shaded portion is the policy header. The header 
contains the following administrative fields: policy use identifies for which 
mi-service the policy is provided, owner identifies the name of the provider 
of the mi-service, and valid specifies the end date after which the policy is 
no longer valid. The valid field can also specify "initial" or "continuing" to 
indicate that tt\e security policy is enforced only initially or continuously. 
The table also shows that some security services can have alternative 
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mechanisms (e.g. consumer authentication using password or biometrics). 
These alternatives are prefixed by "Pn", where n is a number. The Pn are 
used by the context-aware security policy agent to select the associated 
mechanism for any particular invocation of the service. Further, secure 
logging and access control can have additional items (e.g. secure logging can 
log additional information and access control can have additional resources 
under each role). (Note: V+F biometrics refers to voice and fingerprint, IIT-
ISG (Institute for Information Technology, Information Security Group) 
refers to a mechanism we are developing in our group.) 

The security policy in Table 1 serves as the provider's security policy for 
a particular mi-service that the provider offers to consumers. It also reflects 
the consumer's security policy for the mi-service, since it contains 
provisions that the consumer agrees to follow. Upon locating the mi-service 
on the mobile Internet and prior to activating the service, the consumer 
examines the provider's security policy (Table 1) for the service comparing 
it to her own security preferences. If the consumer agrees with the provider's 
policy, the consumer can engage the mi-service. Otherwise, the consumer 
negotiates the security policy with the provider (Yee and Korba, 2005). If 
this negotiation is successful, the mi-service can start. Otherwise, the 
consumer needs to find a similar mi-service from a different provider (or 
find ways to match the security requirements of the present mi-service but it 
is probably easier to just find another mi-service), and repeat this process 
again. The security policy resulting from negotiation would be similar to 
Table 1, possibly with some security services not listed, and possibly with 
different alternative mechanisms or additional items for secure logging and 
access control. 

3. CONTEXT-AWARE SECURITY POLICY AGENT 

A context-aware security policy agent (CASPA) is an intelligent software 
agent that resides in a mobile device and is responsible for selecting security 
services and mechanisms from the provider's security pohcy for a particular 
mi-service, according to the values of UPL. The behaviour of a CASPA is 
described by the state machine in Figure 3, where the arrow labels are in the 
form "condition / action". 

In Figure 3, the Idle state is exited once the service is ready to begin (i.e. 
the service has been found and the security policy agreed to between 
consumer and provider). 

In the Initialization state, the CASPA accounts for the U and P of UPL 
(i.e. reflects the user's security preferences and the computational power of 
the device) by setting the options in the provider's security policy to 
implement appropriate security services and mechanisms (see Table 1). For 
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example, suppose the consumer has several mobile devices that she uses 
with the same security policy, including a PDA and a less powerful cell 
phone. CASPA would set security services and mechanisms that both reflect 
the consumer's security preferences and be appropriate to the computing 
power of each device. It would be straight forward to program a CASPA to 
perform this task. 

start new 
service and 

^ ^ security policy 
/ \ agreed / . 
( Idle ) • 

Service \ / 
Completed / \ J 

Dangerous area X " - A ( Monitor V 
departed / Resume / \LocationA 
previous security l^^^ y V , — - ^ ^ 
mechanisms 

/inltiallza-) 
\tlon J 

Security initialization 
complete / . 

' ^ ' " ^ Dangerous area 
) reached / Request 

s ^ ^ ^ new security 
mechanisms 

Figure 3. Behaviour of context-aware security policy agent 

In the Monitor Location state, the agent is monitoring the device's 
location using GPS. Note that this location is only used by the CASPA and 
is not reported to either the mobile ISP or the provider of the service so that 
there should be no privacy concerns (more on this in Section 4). An 
alternative way of determining the consumer's location is the use of 
signaling analysis by the mobile ISP. However, the latter would then learn 
the consumer's location leading to privacy concerns. When a dangerous area 
(i.e. an area with a high number of attackers) is entered, the agent messages 
the service provider to initiate a more powerful security mechanism for 
communication to defend against the attackers (Section 4 discusses how this 
dangerous area can be known). Of course, this more powerful mechanism 
consumes more computing resources and should only be used when 
necessary. When the dangerous area is exited, the agent messages the 
provider that the normal security mechanism for communication may be 
resumed. The CASPA executes concurrently with the mi-service. However, 
the mi-service does not begin until the CASPA has completed the 
initialization. 

The CASPA communicates with the provider during Initialization and 
Monitor Location using the following secure protocol: 

7. C ->P:Sigc(M, nonce) 
2. P ->C: Sigp (nonce-1) 

where C is the consumer, P is the provider, Sigc is the consumer's digital 
signature, Sigp is the provider's digital signature. Mis the message, and the 

file:///LocationA
file:///tlon
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nonce is used to prevent replay attacks and as a confirmation of receipt by 
the provider. 

For Initialization, the message Mhas the form: 
M = fINIT, security component I, security component 2, ..., security 

component k], 
where security component] == security service], if this security service has 
no alternative security mechanisms, or security component j = (security 
service j , mechanism idj), if it has alternative mechanisms and mechanism 
idj is the mechanism the user wants. 

For Monitor Location, upon entering the dangerous area, the message M 
has the form: 

M = [NEW, (security service I, mechanism idl), (security service 2, 
mechanism id2), ..., (security service m, mechanism idmJJ 

which sets the new mechanism of each security service that the consumer 
wants to implement for the dangerous area, for appropriate security services 
having alternative mechanisms. As we have alluded to above, in most cases 
the only security services of concern would be communication 
confidentiality and integrity. Upon exiting the dangerous area, the message 
M is: M = [REVERT] which tells the provider to revert to the previous 
mechanisms. 

4. OPERATIONAL REQUIREMENTS AND 
DISCUSSION 

The CASPA would need to know the user's security preferences, 
including the preferences for P and L from UPL, in order to formulate the 
messages M. These could be input via a UI for the CASPA. This information 
can be provided by the consumer once before any mi-services are used, and 
then verified with the agreed-to security policy for each service. The security 
preferences in M have to be realizable within the agreed-to security policy. 
In addition, the agreed-to security policies need to be expressed in a machine 
processable language such as XACML (extensible Access Control Markup 
Language) (OASIS, n.d.). 

The provider needs to have software to receive the messages from the 
CASPA and apply them to the mi-service's security pohcy. This software 
could take the form of an agent as well, a counterpart to CASPA that acts on 
behalf of the provider. 

In the Monitor Location state, an appropriate UI would be needed to 
interrupt the service temporarily while one or more security mechanisms are 
changed. This interruption occurs twice - once for entering the dangerous 
area and once for departing the dangerous area. Further, these changeovers 
need to occur quickly, in order not to annoy the user and to prevent any 
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openings for attack. Dangerous areas may be determined as a result of 
feedback to a government website by users who have been attacked. The 
CASPA can periodically and automatically check this website for the latest 
dangerous areas. 

The location obtained using GPS is only used by the CASPA and not 
reported to the providers which should not lead to privacy concerns. 
However, the dangerous areas are known to the service provider as well. The 
latter may infer the location of the consumer when the CASPA signals for 
higher security. We assume that this small breach of privacy is acceptable to 
the consumer in return for greater security, since the consumer's location 
may not be pinpointed exactly due to the possibility of more than one 
dangerous area and the fact that the consumer may enter a dangerous area at 
many different locations. 

Our use of digital signatures and nonces implies that the mobile device 
needs at least the capability to process a digital signature and generate 
random numbers. In addition, there would need to be a key distribution 
technique, as well as the capability for the device to securely store a private 
key. However, these are minimal capabilities required to implement security 
services. Further, we require the mobile device to have a GPS capability, 
which is becoming more and more common. These requirements imply that 
the mobile device should probably have the computing power of a PDA. 
However, less powerful devices would be accommodated by the CASPA 
where possible. 

We note that since the security policy is executed by the provider of the 
mi-service, the mi-service consumer can transparently use different mobile 
ISP's as she roams with her mobile device. 

5. CONCLUSIONS AND FUTURE RESEARCH 

We have presented a proposal for the use of a context-aware security 
policy agent to customize the security services for a mi-service to the 
consumer's preferences. In addition, this customization allows accounting 
for the mobile device's available computing power and the consumer's 
movement into a dangerous area with a higher number of attackers, where 
more powerful security mechanisms are needed. The use of a CASPA is a 
form of service personalization that studies have shown is attractive to 
consumers (Ho and Kwok, 2003). For future research, we would like to 
prototype the CASPA to study performance characteristics and refine our 
approach. Another area of interest is to develop a technique that would 
automatically and accurately determine the nature and extent of dangerous 
areas in a mobile network. 
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Abstract In this paper we present a new system that allows users to 
communicate easily and comfortably. It supports users by integrating 
several services such as location awareness and device independence. 
The user is for example not bound to one device nor must he know the 
exact address of the desired communication partner. He is also 
supported by all the information the system has or can generate from 
all of its services. The Session Initiation Protocol is used and extended 
in order to provide a scalable, secure and efficient platform for the 
communication system and its services. The basic functionalities are 
shown in a prototypical implementation. 

1. INTRODUCTION 
Nowadays communication means more than just talking to each other or 

chatting. The focus lies on exchanging information where neither the 
distance nor the nature of the communication partner is an issue. There are 
many ways to communicate with people but also with machines e.g. 
computers and there are more to come with growing global inter connec­
tion. Two main problems arise from this development. On the one hand a 
user needs several devices to use the different ways of communication and 
on the other hand the exact address of the opponent needs to be known to 
establish a connection through a certain media. In addition the user must 
know or at least try out the media-related address on which his partner is 
reachable. 

To solve these problems a system with two main functionalities is 
desirable: On the one hand, it should act as a translator between the dif-
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ferent types of media and on the other hand it should provide something 
like an extended phone book in which all communication relevant and 
additional data is stored. These two components enable a user of the 
system to communicate with every potential partner without knowing 
his exact address nor being bound to one specific device. Furthermore, 
the system can merge all the data from different types of media it has 
and possibly gets additional input from e.g. positioning devices. So 
it can generate useful information to support the user. By combining 
these two aspects (uniform communication and user support) we created 
a system that extends the existing ones presented in chapter 2 to be a 
modular, scalable, secure and user centered communication platform. 

This paper is structured as follows: After the Introduction and Mo­
tivation in section 1, we give an overview on existing communication 
systems and comment on location applications (section 2). In section 3 
we outline the difference between the existing systems and our concept 
and present some possible features. Afterwards we describe the concept 
of the CoLoS and its components in section 4 and subsequently we go 
into the prototypical implementation of our concept (section 5). Finally 
we present a brief conclusion and point out which future work needs to 
be done. 

2. RELATED WORK 
Recently different approaches towards personalized, device indepen­

dent and user supporting communication systems were proposed. There 
are two main research directions: One aims at maximising reachabil­
ity independent of the used device. The other direction focuses on the 
personalization of the system. We aim to integrate both directions and 
add a new aspect namely the localization of the user. In the following 
we introduce three representative systems and show their advantages 
and problems and afterwards give a short comment on the localization 
aspect. 

The Mobile People Architecture (MPA) described in [Maniatis et al., 
1999] is the base of most of the device independent communication sys­
tems. It is the first development of an open concept for a device indepen­
dent communication application ensuring best possible reachability of its 
users. By extending the traditional layer model by a Personal Layer the 
reachability is mainly achieved. This layer represents the person itself 
by managing all owners devices and their reachability. Thus communi­
cation requests no longer go directly to the devices but to the user (resp. 
to his representative, the so-called Personal Proxy). This proxy decides 
how to proceed with the incoming request, routes it to the corresponding 
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device and manages the communication. This so-called Personal Level 
Routing is the main point of the MPA, but it brings one bottle-neck 
namely the Personal Proxy. All the communication has to go through 
the proxy although there could be a better or faster way. This problem 
is being solved in the Iceberg Architecture [Wang et al., 2000]. The 
system is based on the MPA but has one major difference: it no longer 
has decentralized proxies for every user but concentrates many proxies in 
centralized units called Iceberg Points of Presence (IPoPs). These IPoPs 
have interfaces to many access networks (e.g. telephony, cellular, inter­
net) and are interconnected by fast network connections. This ensures 
that all communications can be routed on a fast and direct way. There is 
also a billing unit in the system to charge the users for certain services. 
In conclusion the Iceberg Architecture is a highly developed system to 
enable device independent communication but it does not support the 
user beyond this functionality and is limited to communication services. 

The Integrated Personal Mobility Architecture (IP Mo A) [Thai et al., 
2003] takes a slightly different approach to ensure the device indepen­
dency and mobility of the user. It does not primarily focus on the 
reachability but on the mobility of its users. The user is able to access 
all his data and applications from every remote location and with every 
available device. By including communication applications a device in­
dependent communication is possible. The whole system is based on 
agents that commute between the home and the foreign network and 
exchange the data between them. Thereby a high level of personaliza­
tion can be reached but since nearly all data must be fetched from the 
home network it may have problems especially with time-sensitive and 
synchronous applications, respectively. 

In the field of localization techniques there are many different ap­
proaches. One main research field is localization by determining the 
positions of all kind of mobile communication devices (e.g. GSM phones 
or WIFI devices) as proposed in [Youssef et al., 2003] and [Zimmermann, 
2001]; another research direction is to use proprietary short range radio 
techniques based on bluetooth or infrared to locate the users of the sys­
tem as exemplarily proposed in the Active Badge System [Want et al., 
1992]. Since we want to support as many different localization systems 
as possible we don't want to commit ourselves to one technique or direc­
tion. We plan to integrate the positioning applications independent from 
the underlying mechanisms. This is why we just reference to some ex­
emplary systems and focus on supplying an extendable communication 
and localization platform. 
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3. WHAT'S NEW? 
All the systems presented above have different kinds of information 

about its users e.g. reachability, different addresses etc. This informa­
tion is used to provide the functionalities of the communication systems. 
Our approach is to take all the data gathered by the different communi­
cation systems, add some additional data e.g. from location systems, and 
generate information that supports the user far more than possible with 
existing systems. Thereby we enable a platform for device independent 
communication and its personalization which combines the advantages 
of both directions presented in Section 2. Some possible services of this 
combined system are: 

Find communication partners in your proximity. One self-
evident service is to announce possible communication partners or friends 
which are detected near the location of the user. Possible scenarios for 
this service could be exhibitions where interesting exhibitors nearby are 
indicated to the user or the sign-posting to one specific person. 

Discover the cheapest or fastest connection. Another possible 
service is to suggest the best and/or cheapest network connection for 
the users current position. Furthermore automatic connection handover 
mechanisms are possible. 

Hints on services close to the user. The system can point nearby 
services out to the user. This could be communication services like a 
locally bounded NetMeeting conference or non-communication related 
services like a public printer or fax machine. 

To make sure that the services above and other new ideas work prop­
erly, are accepted by the users and don't cause security problems some 
architectural requirements must be fulfilled: Extendable and easy to in­
tegrate. Hardware independent and portable. Transparency, Easy to use, 
Optionality and privacy. Security of the data. 

We will introduce some exemplary functions and features of the pro­
posed Communication and Location System (CoLoS). There are more 
to come since the platform is expandable and scalable. One function we 
already mentioned is the communication with users whose addresses are 
not exactly known. Our system finds the desired user by any known in­
formation (e.g. name, email, preferences) and gives choices if more than 
one match exists. Another feature is the communication with incompat­
ible devices. That is that two people with different devices (e.g a mobile 
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phone and an instant messenger) can communicate without recognizing 
the incompatibiUty. The third and very important feature of our plat­
form is the configurable information search engine. It can access all the 
data gathered by the different systems and search for useful information 
to support the user by applying different rules on the database. In this 
way, all information available in the common database can be used to 
find new information that supports the user. This approach removes the 
barrier of incompatible storage used for the different communication ser­
vices. We are now able to use all available resources to provide valuable 
information to the user. 

4. CoLoS C O N C E P T 

Figure 1 shows the two sides of the developed system and their main 
components. The CoLoS client allows the service utilization and notifies 
the user about new incoming information. This is provided by a GUI 
fitted to the particular device. Already existing applications are inte­
grated through the so-called Client Interface which can be seen as an 
universal interface. The data exchange between server and client is han­
dled by the CoLoS Connection on the client and the Controller on the 
server side whereas the data is transmitted in packets of the CoLoS/SIP 
protocol. One of the main server components is the User Register where 
all the data is stored in a fast database. This data can be accessed by 
the Decision Engine to combine it following pre-specified rules in order 
to create useful information. The last main component is the Commu­
nication Dispatcher and its Communication and Translator Modules. It 
enables the system to translate between incompatible types of media 
transparently. In the following we describe the main components of the 
CoLoS server and client. 

4.1 Server Modules 

The Controller is the main server component. It decides by the type 
of an incoming message how to proceed with it. It passes the information 
of a message including a location update to the User Register in order 
to update the database. The Controller also decides by means of the 
data from the User Register by which device a user is reachable and 
if an incoming communication request can be fulfilled (with or without 
translation). 

The User Register can be seen as an extended phone book. It 
stores all user data irrespective of its origin. Some exemple data are: 
addresses for each communication device, availability and preference of 
communication ways, current location, profile of the user, a buddy list. 
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public key etc. The list of stored data can be extended arbitrarily to 
cover all useful information about the systems users. 

The Communication Dispatcher is invoked by the Controller if a 
user requests a communication with another user who is not reachable 
under a compatible device. That is for example if user A wants to use an 
IP-Phone and user B only has his ICQ Messenger enabled. The controller 
recognizes this incompatibility and passes all messages concerning this 
communication to the Communication Dispatcher. It determines the 
corresponding Communication and Translation modules (in this case 
an IP-Phone and a messenger interface and a text-to-speech/speech-
to-text translator), translates the messages and passes them back to 
the controller. Afterwards the messages are sent to the receiver under 
the address of the initial sender so that the whole translation action is 
transparent for the users. 

The Decision Engine tries to find out which services can be offered 
to the users. This is a major functionality of the CoLoS since all available 
data is taken into account. It therefore applies rules on the User Register 
after every change in the database to look for new and useful information. 
One possible rule could be: "Check if a user in the users buddy list is 
in his proximity after he changed his position". If one or more matches 
are found the result is passed to the Controller. The Controller then 
generates messages containing this information and sends them to the 
correspondent users. While the database is growing and is changed more 
often with an increasing amount of users new mechanisms must be found 
to restrict the search to concerned fields of data. For example a strategy 
based on the current location of the user is thinkable. Additionally rules 
can be defined and added while the system is running. 

4.2 Client Modules 

The CoLoS Connection is the correspondent to the Controller on 
the server side. It gets commands and communication data from the GUI 
or the Client Interface, packs them into CoLoS Protocol packets and 
sends them to the Server. When a new packet is received the CoLoS 
Connection decides by its type what to do with it. For example an 
incoming message with the type "User Information" is passed to the 
GUI where it is displayed correspondingly. 

The Client Interface is the bridge between existing communication 
and location applications and the CoLoS. The Interface notices which of 
the registered applications are started and announces this through the 
CoLoS Connection to the server. Furthermore it intercepts connection 
requests to pass them to the server for further processing. Incoming mes-
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sages are handed over to the corresponding apphcation and the whole 
communication process is monitored for faults and interruptions to en­
able a quick solution. Since the Client Interface acts transparently the 
user can continue to work with his applications as usual but also has 
the advantages of the CoLoS. The interface can also be utilized to get 
Location data from positioning applications. This functionality must be 
controllable by the user at all time to avoid an unwanted surveillance. 

By the GUI a user can access all functionalities offered by the CoLoS 
easily and quickly. It for example alerts him on incoming requests or 
offers a "friend list" where he can save contacts he often uses. Also 
searching and security functions are integrated. All settings made by 
the GUI are sent to the server and stored in the user Registry. 

4.3 CoLoS Protocol 
The data exchanged between the CoLoS server and the clients is, as 

mentioned above, encapsulated in packets of the CoLoS Protocol. This 
ensures an efficient and secure data transmission. The CoLoS Proto­
col is implemented as an overlay protocol based on TCP/IP / SIP. It 
has several control fields (e.g. sender and receiver address, type of the 
message, additional options) and one optional data field. 

4.4 Exemple CoLoS Interaction 
For a better understanding of the system and the interaction of its 

components we describe one example process in the CoLoS. The scenario 
is that user A has the CoLoS client and a positioning device enabled 
and changes his location. An other user B, who is on As friends list, 
is nearby As new location. User A is notified and can chose between 
different options. 

Figure 1. Processing of location updates 
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This process is depicted in Figure 1 and takes place as follows: The 
localization device realizes the change of positions and passes this in­
formation to the Client Interface (1.). The Client Interface gathers it 
and generates location update messages in fixed intervals (2.). This 
avoids an overload of the system due to too fast or too many location 
updates. The messages are passed to the CoLoS Connection where they 
are packed in CoLoS Protocol packets and transmitted to the Controller 
on the server side (3.). The controller receives the packet and extracts 
the type and the information included. Due to the type of the message 
the Controller decides to initiate a query through the Decision Engine 
(4a.). Simultaneously the position update is send to the User Register 
(4b.). The Decision Engine selects the rules corresponding to the re­
ceived information and applies them to the User Register to search for 
helpful information (5.). In this case the rule "Find friends of User A 
that are closer than 50 m" could be selected and used to start a query. 
If the query has one or more results, this information is passed back to 
the Controller (6.). There a CoLoS Protocol packet is generated and 
transmitted to the client (7.). The ColoS Connection extracts the data 
and analyzes the type (8.). Afterwards the information is passed to the 
GUI where it is visualized and different choices of actions are presented 
to the user (9.). 

This process is already implemented in the Prototype, as described in 
the following paragraphs, and it works well in a closed environment. It 
is ideal for the interaction in the CoLoS system. 

5. CoLoS PROTOTYPE 
To realize the components and functions of the presented concept we 

decided to base our system on the Session Initiation Protocol (SIP). This 
gave us the chance to use some of the well-tested and approved func­
tions of the SIP and extend it to our needs. The message transmission 
mechanisms for example fully satisfy our requirements and already have 
security and recovery functions built in. Moreover, many communica­
tion applications already implement the SIP and can therefore easily 
be integrated into our platform. More information about the Session 
Initiation Protocol can be found in [Rosenberg et al., 2002]. 

As shown in Figure 2 we integrated the CoLoS components into the 
SIP architecture. Our system uses SIP to transport its messages, takes 
advantage of its routing algorithms and ensures the safety of the message 
transmission through its security mechanisms. The server side of the 
CoLoS is combined with the SIP-Proxy-Server and the Client uses the 
SIP-User-Agent to send and receive its messages. In both, the client 
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and the server parts of the SIP, messages concerning the CoLoS are 
recognized and forwarded to the corresponding CoLoS component. This 
is where the content of the message is processed and if needed a response 
is generated and sent back using SIP mechanisms. Since the SlP-Proxy-
Server is designed only to forward requests, we developed an additional 
component called SIP Client Simulator that simulates the server to be 
a client. This allows the CoLoS server to send unsolicited messages to 
the users device to announce, for example, a friend in his proximity. 
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Figure 2. Realization of the CoLoS using the SIP 

Our prototype is designed to show the basic features of the CoLoS. 
It already has an interface for ICQ/AIM Messaging, the SIP Messenger 
and a simple Location Generator that simulates a localization device 
connected through the Client Interface. On the server side we imple­
mented the Communication Dispatcher with modules to translate SIP 
Messenger messages to ICQ messages and reverse, a Decision Engine 
that can generate information and pass it back to the Controller and 
a User Register utilizing a MySQL database which interacts with the 
registrar service of the SIP Proxy. To exchange data between client and 
server we developed a data format called CoLoS Protocol that is em­
bedded in the SIP message. This encapsulates all CoLoS relevant data. 
The prototype was tested in different environments and gives a glimpse 
on what a complete system is able to do. 

6. CONCLUSION A N D FUTURE WORK 
In this paper we proposed a design for an integrated and user sup­

porting communication system. We analyzed the requirements and came 
forward with proposals for possible services. Regarding the current, fast 
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development in communication technologies we designed a system that 
is not limited to existing applications. In fact we developed an open 
platform which is able to integrate existing and future technologies and 
to link them seamlessly. This is achieved with a modular structure and 
the use of standardized and application independent protocols. Thus 
the system can be extended by arbitrary applications to serve its users 
as a transparent, easy to use and secure communication base. 

The prototype we presented was implemented to demonstrate the 
main features of the CoLoS. In a limited surrounding we can claim the 
CoLoS prototype works well and efficient. Since the SIP is already tested 
and approved in large-scale network environments we only have to test 
and scale the CoLoS specific features. 

In the future the simplification and personalization of communica­
tion will gain more and more importance since the number of ways to 
communicate increases steadily and many users do not want or simply 
cannot take care of the maintenance of all the media. Additionally, neg­
ative aspects of the expanding communications world, such as unwanted 
spam, could be effectively fought by intelligent communication platforms 
as proposed in this paper. 
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Abstract: In order to achieve secure node-to-node communication in the distributed 
sensor networks, key management is the most important issue. However, 
due to limitations of sensor nodes in terms of energy, storage and 
communication bandwidth, this is a non-trivial job. Pre-distribution of 
secret keys is one of the most efficient ways. Currently, several key pre-
distribution schemes for distributed sensor networks have been proposed. 
To our best knowledge, all of these efforts are on how to distribute shared 
keys in efficient manner. However, they do not consider the efficient path 
of node-to-node communication. In this paper, we propose a additional 
key-exchanging scheme for existing key pre-distribution scheme. We 
show that, by shifting secret keys to neighboring nodes, we reduce 
communication and computation overhead noticeably for the networks. 

1. INTRODUCTION 

Nowadays, distributed sensor networks (DSNs) are one of the most 
emerging technologies. Many applications such as distributed information 
gathering and distributed micro sensing in radiology, military, and 
manufacturing drive the research in sensor networks. However, DSNs differ 
from the traditional ad hoc network in several important areas. As 
consequently, security schemes for ad hoc networks can not be applied to 
DSNs such as public key scheme of Diffie-Hellman [3] or singly mission 
key. 

One of the most important challenges of sensor network security is the 
design of protocols to bootstrap the establishment of a secure 
communication infrastructure, i.e. establishing a common key between two 
nodes so that they can communicate with each other in secure manner. The 
difficulty of the bootstrapping problem stems from the numerous limitation 
of sensor networks. In order to solve this problem, there have been three 
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types of bootstrapping schemes: trusted server scheme, self-enforcing 
scheme, and key pre-distribution scheme [2]. The trusted-sever scheme 
depends on a trusted server for key agreement between two nodes, e.g. 
Kerberros [4]. This type of scheme is not suitable for sensor networks since 
there is usually no trusted node in sensor networks. The self-enforcing 
scheme depends on asymmetric cryptography. However, this scheme is 
unfeasible for sensor networks due to energy and memory limitation of 
sensor nodes. The other scheme, key pre-distribution seems to be the most 
suitable. In this scheme, key information is distributed among all sensor 
nodes prior to deployment. 

Eschenauer and Gligor [1] recently proposed a random key pre-
distribution scheme to address the bootstrapping problem. In this paper, we 
refer this scheme as the basic key pre-distribution scheme that we would like 
to improve performance. The operation of this scheme is briefly described in 
section 2. However, the problem of this scheme is that after path-key 
establishment phase, when two sensor nodes would like to transmit data 
through secure link, the message may travel along a long path before reach 
the destination. We name this as long-way exhaust problem of all key pre-
distribution schemes. In order to solve this problem, we propose an 
additional key-exchanging phase to the basic scheme. The main idea is that 
after path-key establishment phase, each node broadcasts a notification 
message through the entire the network looking for the key with its 
neighbors. If such a node exists, it shifts the key to the broadcasting node 
along a secure path. After key-exchanging phase, every node shares at least 
one common key with each of its neighboring nodes. By shifting common 
key to two neighboring nodes, every node can find a shortest route to 
another node in the sensor networks. 

The remaining paper is organized as follows. We first present an 
overview of the basic scheme in Section 2. Section 3 describes our key-
exchanging scheme. We analysis our scheme and compare to the basic 
scheme in Section 4. We also give some discussion in Section 5. Section 6 
concludes the paper and figures out some issues for our future work. 

2. BASIC RANDOM KEY PRE-DISTRIBUTION 
SCHEME. 

In [1], Eschenauer and Gligor proposed a Random Key Pre-distribution 
scheme based on probability model. This scheme is including three phase: 
key-predistribution, shared-key discovery, and path-key establishment. 

Key Pre-distribution phase is processed before network deployment. A 
key pool S is created with keys. Each node randomly picks m keys from this 
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pool and stores them in its memory. This set of m keys is called the node's 
key ring. The number of keys in the key pool, |S|, is chosen such that two 
random subsets of size m in S will share at least one key with some 
probability p. 

After the sensor nodes are deployed, a key-setup phase is performed. 
During this phase, each node attempts to find out which node it shares a key 
with. To do this, every key is assigned with short identifier prior to 
deployment, and each node broadcasts this set of identifiers. If such a key 
exists, the key is used to secure the communication between these two 
nodes. 

After key-setup is complete, a connect graph of secure link is established. 
Nodes can then setup path keys with their neighbors with whom they do not 
share keys. If the graph is connected, a path can always be found from a 
source node to any of its neighbors. The source node can then generate a 
path key and send it secure via the path the target node. 

In this scheme, the authors attempt to provide high connectivity with less 
required memory, regardless to efficient communication later on. Assume 
that there are two neighboring nodes communicate with each other but they 
do not have any shared key. According to this scheme, in order to guarantee 
secure communication between these nodes, packets must be sent through 
path-keys which have been formed. It's obvious that such path is usually a 
long-way communication and consumes much energy of sensor nodes. How 
can we shorten this path while still guarantee secure communication between 
end-to-end nodes communication? In this paper, we solve this problem by 
using an additional phase, the key-exchanging phase. 

3. A KEY-EXCHANGING SCHEME 

In the basic scheme, any two neighboring nodes need to find a path-key 
in order to establish a secure link to transmit their packets. These paths are 
usually not efficient for routing protocol in terms of energy consumption and 
end-to-end delay. Thus, we propose a modification to the basic scheme 
where key-exchanging phase is additionally performed after path-key 
establishment. By shifting keys to neighboring nodes, we significantly 
increase the energy efficiency while still maintain original security of the 
basic scheme. 

Figure 1 describes a simple case of long-way exhaust problem of the 
basic scheme. Assuming that after path-key establishment phase, network 
graph connection is presented as Figure 1. Considering that two nodes A and 
H would like to communicate to transmit packets via a secure 
communication. Thus, node A first has to send to node G which shares a 
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common key . Node G then forwards to node E by encrypting the message 
with shared-key , so on and so forth until the message reaches the destination 
node H. As the results, the message travels along the path A-G-E-F-H. This 
long way costs much communicational and computational cost of sensor 
nodes for transmission, reception, key verification, message encryption, etc. 
Our approach solves this problem by establishing a secure link between G 
and H so that A can find the shortest path to H. In other words, our approach 
supports every node to find the shortest path to the destination. 

Figure 1. A Long-way exhaust problem of the basic scheme 

3.1 Description of the Key-Exchanging Scheme 

Notation 
n. 
id-

nonce 

^AB 

E(K, M) 

Description 
Sensor node / 
Identifier of node/ 
Random nonce value 
Private Key shared between A 

Encryption message Mwith key K 
Concatenation operation 

and B 

Table 1. Notation used in Key-Exchanging Scheme 

The operation of the key-exchanging scheme is similar to that of the 
basic scheme, different only in the additional phase as illustrated in Fig.2. In 
this operation flow, key-exchanging phase is performed after path-key 
establishment phase. Table 1 describes the notation used in our scheme. 
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3.2 Key-Exchanging Phase (Additional step) 

275 

The protocol for the key-exchanging phase is as follows: 
n. ->broadcast id. \\{id)., 

Firstly, each node n. includes its identifier /J. along with all identifiers 
of its neighboring nodes {id}., in the "hello'' it broadcasts after path-key 
establishment. In order to simplify the computational and communicational 
cost, message is transmitted without any encryption. 

n,<^n. id^ \\E{K, {Y-\)Y'^ji' I nonce) 
We assume that node nj posses a shared key ^^..with one of n.'s 

neighboring nodes, say n.,, nj then replies to n. along a secure path 
r = {« ,̂VpV2,...,VpW.} in sequent ordert Here, Ä^̂ .̂ĵ îs a secret key 
between two neighboring nodes x^_^ and x^on the secure pathF, i.e. 
(x^_pVi)^{(^y'^i)'(^i'^2X-'(V/,/?,)}; nj then marks i^^..as a 
Qxchanged-key. This is important since after key-exchanging phase, every 
node should remove all exchanged-keys to release their memory. 

Key Pre-distribution 
(2^^ ̂ 2^^ Keys, ring) 

z: 
Shared-Discover Key 

1 — • 
Path-key Establishment 

^ J L ^ 
Key - Exchanging 

A 

Basic Key 
y Management 
' Scheme 

Our 
Additional 

Fig. 1. Work Flow of Key-Exchanging Scheme 

To make key-exchanging more secure, W may disassembles K ..^ into a set of 
^iV ~ ^\ ® ^2 ® ••• ® <^ and sends each number S^ through different secure paths. 
When W receives all{^i5<5^,...,(5'}, it infers the key Ä̂  , by 
assembling Ü : , , = S,® Ö,®...® S „ . ' 
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After key-exchanging phase, path-key estabUshment phase is performed 
again. The purpose of this repeated step is to clear out all unnecessary path-
key and setup a new path-key for the entire network. 

4. ANALYSIS 

In the basic scheme [1], Eschenaeur and Gligor used Random Graph 
theory to analyze DSN connectivity. A random graph G(n,p) is a graph of n 
nodes for which the probability that a link exists between two nodes is p. In 
a large sensor network with size n, p denotes the probability that two 
neighboring nodes share common key or key information, which we call 
local connectivity. Let/^ be the probability that the graph is connected, 
which we call global connectivity. Erdös and Renyi [11] provided a theory 
how to determine p so that P̂  is almost 1 (i.e. the graph is almost surely 
connected). 

Erdös and Renyi [11] showed that, for monotone properties, there exists a 
value of p such that the property modes from "nonexistent" to "certain true" 
in a very large random graph G(n,p). The function defining p is called the 
thresh hold function of property. Given a desired probability P^ for graph 
connectivity, the threshold p is defined by: 

P^=\mvP\G{n,p) is connected] = e~^' ^ ^ 

where p = \n(n) / n + cl n and c is any real constant (2) 

Eschenaeur and Gligor [1] analyzed that given n, they can find/? and the 
expected degree of node (i.e. the average number of edges connecting that 
node with its graph neighbors) d = p(n-l) for which the resulting graph is 
connected with desired probability P^. We now prove that: 

Theorem 1 
After the additional key-exchanging 

phase, given n and the expected degree 
of node d, the probability/'^ that the 
network graph is connected is always 
greater than that of the basic scheme (i.e. 
key-exchanging operation does not 
decrease the probability for graph 
connectivity). 

Proof: Given n and d, we assume 
that/I andP ' are probabilities that the 

Yig. 2. IhQ Key-Exchanging 
operation shifts secrete K^^ 

from B to C. 
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network graph is connected before and after key-exchanging operation, 
respectively. We now prove that P^^> P^. 

Since p is the probability that a shared key exists between two nodes 
before key-exchanging phase, thus after key-exchanging phase this 
probability becomes/?'= p^. To prove this, we assume that there are three 
nodes A, B, and C (C is neighbor of A) as depicted in Fig.3. A and B share a 
common key with probability p, B and C share a common key with 
probability p. Thus, after the secret key Ä'̂ ^ is moved from B to C, the 
probability that a shared key exists between A and C 

isj^^c =P'=PAB'PBC=P^' 

Since every node receives a secret key shared with each of its neighbors 
and vice versa, the probability that a shared key exists between two nodes in 
the network is: 

p' = 2p\n-\) = 2p^{n-\) (3) 

Because typically the number of sensor nodes n > 1 and c > 0, then from 
(2) and (3) we infer: p =1^ + ^>1.. ^ 

n n 2n 2 («-1) 

o 2 / ? ( « - l ) > l 

o 2 p ' ( » - \)> p 

o p " > P (4) 

Since/^ is directly proportional to p (or d), then from (4) we 
infer i^*> /^, i.e. key-exchanging operation does not decrease the probability 
of graph connectivity. 

5. DISCUSSION 

Obviously, shifting shared keys to each pair of neighboring nodes give a 
dramatic advantage for secure routing of DSNs. Every node can find the best 
path to its target through secure links. Since we do not reduce the number of 
key pre-distributed in entire sensor networks, but it may be increasing after 
key-exchanging phase, it is evident that the connectivity of the network is 
increasing. Consequently, other properties of the basic scheme are still 
maintained. One of the most advantages of this scheme is that it can be 
applied to whatever existing key pre-distribution schemes. 

However, this scheme brings out many issues such that how to keep 
communication overhead of key-exchanging phase as minimum as possible. 
Another issue is how key-exchanging operation guarantees that the key is 
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lost due to packet lost during transmission. We leave these issues for our 
future work. 

6. CONCLUSION AND FUTURE WORK 

We presented an improved scheme over Eschenaeur and Gligor scheme. 
This scheme gives an additional step, key-exchanging phase. By shifting the 
common keys to each pair of neighboring nodes, we can reduce significant 
computation and communication overhead of node-to-node communication 
while still guarantees original security of the basic scheme. This scheme, 
however, can be applied for all existing key pre-distribution schemes to 
improve the performance of secure routing for sensor networks. 

In this paper, we have proposed a dramatic improvement over the basic 
scheme. In future work, we will investigate how much communication and 
computation overhead for key-exchanging operation. We also study how 
much our scheme supports to reduce energy consumption and computational 
cost for secure routing compared with the basic scheme. 
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Abst rac t . The time for reflections and visions about the Fourth Gener­
ation of Wireless Mobile Communication Systems (4G) is getting closer 
to the X hour, therefore the research community has to finally declare 
how 4G will really look like. Besides the no-boundaries visions, in this 
paper we have a look into the 4G crystal ball, attempting to define the 
forthcoming system fusing both the user and the technology perspectives. 

1 Introduction 

The major reason for the "failure" of the Third Generation of Wireless Mobile 
Communication Systems (30) has been the tremendous worldwide downturn in 
the economy that lead to a starvation of new investments and hence to delays 
in technological development, service roll out, etc. In some countries with high 
penetration of mobile services, this was also combined with a reward policy 
for releasing the spectrum usage rights that did not favor the investments in 
the International Mobile Telecommunications 2000 (IMT-2000) infrastructure. 
However, besides these diflSculties, the evolution from the Second Generation 
(20) towards 3 0 has not brought any substantial new service for the customer, 
leaving the business model largely unchanged. The well known services plus 
some additional ones are provided, but they may not be enough to encourage 
the customers to change their equipment. The lack of innovative and appealing 
services was encountered too late by the 3G Partnership Project ( 30PP) . In the 
latest standards, an attempt was made to incorporate some advanced services 
into the 3 0 P P architecture such as the Multimedia Broadcast and Multicast 
Service Center (MBMS) in combination with the IP Multimedia System (IMS). 
Nevertheless, these smaller improvements were made without the possibility to 
adjust the access technology properly. Ultimately, it has to be underlined that the 
limited success of the new technology has also depended upon the cultural and 
social settings in which the new system has been deployed. Indeed, 3 0 has been 
more accepted in Asian countries than in Europe: in Japan, the teenagers share 
videos and books on their mobile phones in public places, whereas in Europe 
they experience the same exchange indoor, in their own rooms with their own 
TV-sets or computers. 

The difficulties and the technical limitations of 3 0 [1], as well as the emer­
gence of new mobile broadband technologies on the market, have brought univer­
sities and industries to a throughout reflection on the Fourth Generation (40) . 

http://aau.dk
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The latter is expected to have a highly eclectic structure, where many devices, 
networks and protocols interact in a complex way to support the increasing 
user demands. Basically, many prophetic visions have appeared in literature [2], 
presenting the forthcoming generation as the ultimate boundary of the wireless 
mobile communication without any limit in its potential, but practically not giv­
ing any designing rule and thus any definition of it. Recently, a first attempt has 
been done within the framework of the Joint Advanced Development Enabling 4 G 
(JADE) project^, where a pragmatic methodology [3], centered on a user-centric 
approach, has lead to the definition of the key features and the technological 
step-up to be undertaken in 4G [4]. This methodology answers critically to the 
MAGIC view of NTT DoCoMo [5] as well as to the somehow cloudy one of 
the European Community (EC) of connecting 'everything with everything' [6]: 
the technological possibilities derived from the heterogeneity of terminals and 
networks are tremendous if - and only if - they meet the customers' needs and 
requirements. Indeed, since the ultimate goal of the technology is for communica­
tion requirement of human beings and the service is, to some extant, exhibitions 
of human requirement for communication, the trend of the service provision will 
definitely impose its influence on the underlying architecture design [7]. This 
methodology is hence strictly oriented towards a use of the technology for bet­
ter life conditions and fair societies, where the inner logic of the technological 
evolution is coordinated with the societal one. 

In line with [3] and [4], "40 will be a convergence platform providing clear 
advantages in terms of coverage, bandwidth, and power consumption. Moreover, 
it will offer a variety of new heterogeneous services, from pop-up advertisements 
to location-based and interactive or on-demand ones - so called IP datacast-
ing. All these characteristics will be supported by multi-mode / reconfigurable 
devices and the implementation of interworking ones". In order to achieve the 
previous outlined goals, in this paper we motivate the cellular controlled short-
range communication architecture adopted in JADE and consequently extend 
the framework developed in [3] and [4] - the "User-Centric" System - introduc­
ing the issue of cooperation. In particular, we show an innovative cooperative 
geolocation scheme supported by such an architecture that combining long- and 
short-range location information enhance the location estimation accuracy with 
respect to the actual stand-alone cellular solutions. This scheme could hence 
support in the future Cooperative Location Based Services (CLBSs). Finally, an 
insight on the social dimension related to cooperative services in general is also 
discussed at the end of the paper. 

The rest of the article is structured as follows: Section 2 describes the JADE 
system architecture; Section 3 presents the "Cooperative-User-Centric" System 
as the extension of the "User-Centric" System; Section 4 illustrates the proposed 
Cooperative Localization Scheme (CLS); and Section 5 discusses the social di­
mension related to the proposed framework. Finally, the concluding remarks are 
given in Section 6. 

^ The JADE project is a cooperation between SAMSUNG Korea and the Center for 
TelelnFrastruktur (CTIF), Aalborg University. 
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2 J A D E System Architecture 

The overall target is a cellular system that also supports short-range communi­
cations among the terminals. The rationale for introducing short-range commu­
nications is mainly due to two arguments: 1) The need to support peer-to-peer 
(P2P) high-speed wireless links between the terminals; 2) The need to enhance 
the communication between a terminal and the Base Station (BS) by fostering 
cooperative communication protocols among spatially proximate devices. The 
communication enhancement primarily refers to a higher link reliability, a larger 
coverage, a higher spectral efficiency and a lower power consumption thanks to 
the use of exclusive cooperative stations (e.g., Relay Stations (RSs) deployed by 
operators) or short-range communications among different mobile terminals. 

The cellular system will be synchronous and a tight control will be imposed 
by the BS over the short-range communications among the devices associated 
with it. The wireless terminals will use the same air interface for long- and short-
range communications. The expression "same air interface" means that the basic 
set of access technologies should be the same for links with the BS as well as P2P 
links. However, the access technologies should be tunable, such that a terminal 
can seamlessly adapt the transmission format to the cellular links and the short-
range P2P ones, respectively. As an illustration, the same air interface implies 
that some transmission formats applied when a terminal transmits to the BS 
can be received also by another terminal. Nevertheless, the BS will apply more 
complex receiver algorithms and will thus be able to extract more data from the 
same transmitted message. 

2.1 Cooperat ive Communicat ion 

Recently, much research effort has been put to understand and utilize the ben­
efit of cooperative behavior in wireless networks [9]. The concept of cooperation 
introduces a new form of diversity where the terminals are less susceptible to the 
channel variations and shadowing effects. This results in an increased reliability 
of the communication and the extension of the coverage. Furthermore, whereas 
in voice networks the resources are dedicated for each user separately, in cellular 
controlled short-range data networks it is possible to group the users in clusters 
with the following advantages: a) Only the Cluster Head (CH) needs to have 
a dedicated channel to the BS, while the other terminals can communicate by 
using unlicensed bands, thus more bandwidth is not required; b) Due to the short 
range of the transmissions performed by the terminals to the CH, it is possible 
to reduce their power consumption and hence prolong their battery life. 

In order to achieve the previous outlined goals, the work is mostly focused 
on the design of different cooperative mechanisms in the following layers of the 
protocol stack: 

— Physical (PHY) layer. The research in PHY-layer cooperation is in a mere 
infancy, but it has already promised a great potential. Cooperative diversity 
protocols exploiting the feature of wireless broadcast medium have shown 
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potential to achieve similar effect to conventional Multiple Input Multiple 
Output (MIMO) transmissions. However, theoretical analysis of capacity in­
crease brought by cooperative behavior has been the main topic in the lit­
erature [10], while there have been few works on practical protocol designs 
to achieve the high diversity gain. This research area focuses on the design 
of coding, modulation, receiver algorithms and forwarding mechanisms such 
as Amplify and Forward (AF) and Decode and Forward (DF) in order to 
achieve high diversity gain in practical cooperative scenarios. 

- Medium Access Control (MAC) layer. An important issue to be addressed 
is the formation of the cooperating group for different targets (coverage en­
hancement, energy consumption reduction, etc.), taking account of the inter-
terminal channel conditions and the spatial distribution of the terminals. The 
design of protocols such as radio resource management and handoff has to be 
also addressed to coordinate transmissions between short-range links (links 
within cooperative groups) and long-range link (links between BS and ter­
minals) so that the most appropriate links can be used by terminals with 
the least interference conditions. 

3 A "Cooperative-User-Centric" System 

The discussion about the system architecture adopted in JADE closes the circle 
of the methodological approach described in [3], fusing the user with the tech­
nological perspective, and addressing the technical step-up illustrated in [4]. In 
particular, the introduction of cooperation affects the "User-Centric" System, 
which in this section is extended to the "Cooperative-User-Centric" System. 

Although we are used to think that the stars come as individuals because 
that ' s how our own Sun appears, this is not the norm. The evidence, instead, is 
that more than 85% of them are parts of multiple star systems, where the stars 
member revolve around a common center of mass under the influence of their 
mutual gravitational force. The most common multiple star system includes two 
stars and it is called binary star system. In some binary star systems, called 
close binaries, the stars are so close together that they can transfer matter to 
each other and change the way they look and evolve. 

People, like stars, are seldom found in isolation. Therefore, along with the 
new architecture proposed in Section 2, we can represent 4 0 as a "Cooperative-
User-Centric" System, where each user, according to [3] and [4], comprises its 
own planets (see Figure 1). Moreover, as multiple star systems when the stars are 
getting closer to each other raising up their velocity accordingly to their increas­
ing mutual gravitational force (violet curve in Figure 1), the user cooperativity 
and consequently the services' performance obtained by clustering the users can 
be considerably enhanced (e.g., as shown in [8], the users' cooperation can lead 
to better services at lower prices). In the next section, a practical example of 
performance enhancement is described. 
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Fig. 1. The "Cooperative-User-Centric" System. 

4 Cooperative Localization 

Geolocation, or location estimation in terms of geographic coordinates of a Mo­
bile Station (MS) with respect to a reference point in a wireless system, has 
gained considerable attention over the past decade, especially since the Fed­
eral Communication Commission (FCC) passed a mandate requiring cellular 
providers to generate location estimates for Enhanced-911 (E-911) services with 
an accuracy of 100 meters for 67% of the cases [11]. This has boosted the research 
in the field of wireless location as an important public safety feature, which can 
also add many other potential applications to the future cellular systems [12]. 

In this section, we propose an innovative geolocation scheme that combines 
long- and short-range location information, respectively retrieved by mean of a 
Hybrid Time Of Arrival/Angle Of Arrival (HTA) technique in cellular networks 
and TOA technique in short-range networks, in order to enhance the location 
estimation accuracy with respect to the actual stand-alone cellular solutions. 
To the best of our knowledge, most of the existing studies in the literature 
tend to treat these positioning techniques separately for cellular and short-range 
networks. In the CLS, we practically suppose that the cellular system has super­
vised the formation of a short-range cluster and that the CH has relayed back 
all the measures of TOA corresponding to the measurements of relative distance 
obtained by each MS from the other members of the cooperative group^ (see Fig­
ure 2). The TOA measures are then exploited in the location algorithm in order 
to weight the HTA measures associated to the users belonging to the cluster. 

^ The CH sends the data to the nearest BS thanks to a possible power control proce­
dure exploited during the clusters' initialization phase. 
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Fig. 2. Reference scenario. 

System level simulations have been carried out developing a simulator in 
MATLAB. We have taken into consideration an urban-like scenario (micro cells 
of diameters around 2000 m), where a group of 1 < M < 8 MSs is simul­
taneously in the range of 3 < Â  < 7 BSs, where the CH is placed in the 
center of the cluster at a minimum distance of 100 m to the serving BS, be­
ing BS_1, and the other MSs are uniformly generated around it at a maximum 
distance of 100 m. The BSs are positioned in a two-dimensional plane with co­
ordinates BS_1(0,0), BS_2(1732,1000), BS_3(1732,-1000), BS-4(0,-2000), BS_5(-
1732,-1000), BS_6(-1732,1000) and BS_7(0,2000). We suppose that the speed of 
the users is very low and thus that, during the number of iterations considered 
for the location estimation, there is no relative movement between the cluster 
and the BSs, and within the cluster itself. Finally, we assume that the measure­
ments are made on signals propagating via line-of-sight (LOS) paths; therefore, 
the estimation errors are small and primarily due to equipment measurement 
errors. The latter have traditionally been assumed to be normally distributed 
with zero mean and a small variance, respectively cat = 30 m (the variances of 
the TOA measurement errors associated with different BSs are set as identical) 
and (Jot = 1 deg. In particular, since each MS is carrying out a calculation on 
each short-range link, the measured distance between two MSs becomes more 
reliable and thus we set ca^^^^ = 3 m. The values of the parameters used in the 
simulations are summarized in Table 1. 

The performances of the proposed scheme are presented in the form of Cu­
mulative Distribution Functions (CDFs) of the average location error, i.e., the 
estimation error resultant from the mean of the individual estimation errors, 
which has been computed based on 1000 independent runs. 
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Table 1. Simulation parameters. 

P A R A M E T E R S 
Number of BSs 
Number of MSs 
Distance B S / C H 
Distance M S / C H 
T O A error (long-ra nge) 
TOA error (short-range) 
AOA error 

V A L U E S 
1-7 
1-8 

100-900 m 
1-100 m 

N(0,cat=30) 
N(0 ,ca t , , ,=3) 

N(0,(7a=l deg) 

Figure 3 shows the improvements introduced by the proposed scheme with 
respect to a stand-alone HTA due to the users' cooperation and the estimation of 
their relative distances. Considering three BSs, for example, and estimating the 
location of the users only with the HTA technique, the distribution of the average 
location error has a mean ß = 32.68 m, whereas, in case of eight cooperative 
users, /i drops to 22.69 m. This is due to the fact that the retrieved location 
estimates represent a certain configuration in the space, which has to respect 
the geometrical constrains of a polygonal structure (e.g., octagonal in case of 
eight users) based on the knowledge of the relative distances. As a consequence, 
the more cooperative users join the cluster the more binds the selected solution 
has to respect and the higher the accuracy is. 
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The simulation results show that the CLS increases the location estimation 
accuracy with respect to a stand-alone HTA solution. Furthermore, when N > 3 
BSs are available for location purpose the average location error achieves values 
comparable to the Global Positioning System (GPS). The proposed scheme hence 
demonstrates that the synergy between cellular and short-range communication 
systems can represent a valid architecture for 4G. 

5 The Social Dimension of Cooperative Services 

This section gives an insight on the potential social impact of cooperative ser­
vices. The latter are mainly based upon three fundamental phenomena of social 
order: 

1. Group building. Social groups on different levels (such as teenage groups, 
organized groups of football players, loosely organized groups of neighbors, 
which are relative stable over the time, or loosely organized and only for a 
short time stable internet groups) are the intermediaries in societies. Groups 
differ concerning what they have in common: spatial proximity (neighbors), 
interests (internet groups, business groups), age (teenage groups) and so 
forth. They are more or less durable over the time and more or less organized. 
Although the service provision is performed at the technical level, on the 
social level new groups might be established to lower the costs and offer a 
better quality of the services. 

2. Network. As Manuel Castells outlined [13], fuzzy, spontaneous networks are 
increasing in importance. Cooperative services make intelligent use of these 
decentralized network of terminals, where the necessary but limited hierar­
chy is evolving out of the given situation and the decision concerning the 
master-terminal is drawn on the background of technical means and condi­
tions seamless to the users. These new type of networks may be hence coined 
situational hierarchy and indicate the increasing relevance of new types of 
time-limited and functional networks. As a consequence, the success of coop­
erative services will depend not only on the potential resulting performance 
but also on the trust the customers have in the capability of the network to 
define a master-terminal that will be really able to coordinate. 

3. Cooperation/sharing. Cooperation in the society is usually defined as a co­
ordinated effort to reach mutual goals. The different reasons at the base 
of this coordination are: traditions, habits, emotions (like compassion), in­
strumental rational considerations (like efficiency, utility) or more normative 
rational ones (what one ought to do according a given social or moral norm). 
It depends very much on the context and the behavioral setting as well as on 
the motivation in the background and thus in the stability of the coopera­
tion. Although the common sense makes us believe that the best motivation 
for cooperation is a personal good outcome or result, the concept of the 
self-interested actor that tries to maximize his own interests and profits is 
not always valid. In the cooperative use of the mobile phone, for example. 
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the rational interest of lowering costs and receiving a better quality of the 
services lies clearly in the realm of maximizing the profit. Nevertheless, also 
to become member of a group and to share not only material but symbolic 
resources (e.g., joint values, prestige, friendship, etc.), could be a strong moti­
vation for utilizing such cooperative services. Indeed, we can imagine groups 
that would like to make clever use of them in order to watch videos or share 
other files that are usually more expensive. Therefore, ad-hoc communities 
based on agreements about what to watch together are then possible to set 
up. These services hence increase the cooperative behavior and empowers 
the consumer to make clever use of them. In general, the possibility for cus­
tomers to deal in a creative manner with the technical possibilities is of great 
importance for the services' acceptance. In a way, the user terminal is not 
any more a bare medium to transfer information, but a social medium that 
helps to build groups and friendships. 

6 Conclusions 

Even though in the research community there is still uncertainty regarding the 
final silhouette of 4G, the objectives are quite clear and indeed the motto of 
the forthcoming system(s) is: "4G has to be cheaper and better than 3G". In 
this paper, as a result of a joint user-technology analysis, we have defined 4G 
according to the JADE project. The new system concept - the "Cooperative-
User-Centric" System - has shown to potentially achieve the goals underlined in 
the 4G motto. 
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Abstract: Geo-located web services are web services offered in a particular 
geographical region. In mobile application design, a geo-located web service 
can be mapped to a set of mobile network location areas. As a mobile client 
roams in a mobile network, if he has a geo-located web service in execution 
progress at a supplier application server (SAS), he will lost its session in case 
when its current location is not covered by this SAS. With the next 
generation (third and up) of mobile networks, the geographical position of a 
mobile client will be sent back by a LoCation Server (LCS) to an application 
which requests it. As many geo-located web services will be deployed in the 
future, the great challenge for a mobile client will be to discover and maintain 
a geo-located web service when he is roaming. We propose a new system 
named Geo-Located Web Service Architecture (GLWSA) that aims to 
discover and maintain a geo-located web service with or without QoS at the 
nearest SAS of a mobile client current location. The GLWSA is a set of 
discover servers named GLWSMs (Geo-Located Web Service Manager) 
which are distributed in the topology. The GLWSA extends the UDDI and 
MLP protocols to add the GLWSM topology management and the thematic 
location of a mobile clients group, respectively. A thematic location consists 
of sending to a LCS, a chain of characters that represents a theme or a subject 
linking a group of mobile clients. In this paper, we present the GLWSA 
concepts and its mathematical formalism. Tests executed to evaluate the 
system performance prove that the GLWSA concepts are adequate to discover 
geo-located web services. 

Keywords: Geo-located services; Next generation mobile networks; Service discovery; 
Web services; Quality of services. 



^92 Andre Claude Bayomock Linwa and Samuel Pierre 

1. INTRODUCTION 

In the development perspective of future mobile service applications, 
geo-located web services will be more and more deployed .̂ By definition, a 
geo-located web service is a web service offered in a specific geographical 
region. The geographical area restriction of a geo-located web service 
induces one main problem: how to maintain the service in execution 
progress when a mobile client leaves the geographical region covered by a 
geo-located web service? By adding to this problem the scalability 
deployment of geo-located web services, the great challenges for a mobile 
client that roams over a mobile network will be to discover and maintain a 
service in execution progress at the nearest supplier application server (SAS) 
of a mobile client current location. The service discovering and the service 
execution maintainability could be requested with or without QoS 
requirements. 

An example of geo-located can be to do a virtual visit of a particular 
museum when the mobile client is in a specific geographical area. 

In related work, the proposed architectures are either adapted to discover 
services where fixed clients are involved ^ and those which consider the 
mobility put the emphasis on code and agent mobility '̂ ^̂  rather than data or 
task mobility to the nearest SAS (as the web services are service oriented 
and use a client/server model) based on the location context of the mobile 
client and maintainability of service execution. 

To resolve these challenges, we proposed a new system named Geo-
Located Web Services Architecture (GLWSA) that aims to lookup, publish a 
geo-located web service and coordinate the geo-located web service 
migration at the nearest SAS of a mobile client current location. The 
GLWSA also provides thematic location methods to locate a group of 
mobiles related by a theme or subject instead of locate a group mobiles by 
sending with a location request a list of mobile identifiers. The GLWSA is 
composed of a set of distributed Geo-Located Web Services Manager 
(GLWSM). 

An example of thematic location is to determine the position of all 
railroad trains of Via Rail Canada which are in Montreal area. In this 
request, the "railroad trains of Via Rail Canada " is the subject or theme. 

To discover a service with QoS (cost of service, network bandwidth and 
SAS utilization rate) and maintain a service execution with QoS, we defined 
a new mechanism that collects the network bandwidth of a particular geo-
located web service and the SAS utilization rate at a specific GLWSM. For a 
specific service, the network bandwidth and SAS utilization rate are 
collected periodically in a particular GLWSM domain by sending a collect 
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traffic message to all SAS that offer the concerned service in this domain. 
Each concerned SAS collects and sends back to the requestor GLWSM, the 
bandwidth and the SAS processor rate. Collected QoS parameters are used in 
the SAS selection and migration process. 

The main contribution of this paper is to present the GLWSA concepts 
and its mathematical formalism. The mathematical formalism shows how the 
GLWSA properties, relations and functionalities (lookup, publish a geo-
located web service and coordinate a geo-located web service migration at 
the nearest SAS) can be transform to algebra logics. Thematic location and 
the proposed mechanism to collect QoS are not in the scope of this paper. 

The organization of this paper consists to present related work in 
discovering services, to explain the GLWSA concepts, to transform the 
system concepts in mathematical formalism, then evaluate the GLWSA 
system and give a brief conclusion. 

2. RELATED WORK 

Related work in the service discovery can be classified in two categories: 
classic and non classic protocols. Classic service discovery protocols are 
protocols which are commercially known and generally used in the service 
discovery process. SLP (Service Location Protocol) and Jini are the most 
popular classic service discovery protocols in literature. SLP (Service 
Location Protocol), a protocol developed by IETF, uses three agents: a UA 
(User Agent), an SA (Service Agent), and a DA (Directory Agent) .̂ On the 
other hand, Jini is a technology developed by Sun Microsystems for 
discovering services. Just as SLP, it involves three actors: the client, the 
service broker server, and the service supplier server .̂ However, SLP and 
Jini protocols are not designed for mobile clients and do not allow to 
discover a service based on a client's location context. Non classic discovery 
protocols are protocols proposed by research group to discover services but 
are not huge used. In ^̂ , authors defined an architecture to locate mobiles and 
query databases based on their location context. The proposed architecture is 
a central middleware where services are published and discovered through a 
user service agent. The main component of the system is a location 
dependent service manager. The location dependent service manager 
controls the system. It analyzes the query and binds the pseudo-codes sent in 
the request to the correct predicates (e.g., 'nearest' can take the value 'five 
miles'). It verifies the granularity of the query, dispatches the request to the 
corresponding databases and returns the results to the client in the desired 
format. 

In non classic discovering services protocols, we selected some relevant 
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7 
protocols.. In , an architecture named Application Module Request Broker 
(AMRß) is presented. This architecture enables clients to discover an 
application module (AM). The system is a distributed AMRB. Each AMRB 
has two main components: location and migration. Location and migration 
components allow to determine the current location of an application code 
and to migrate an application code to another host. The system proposes two 
kinds of migrations: host and code migration. The host migration uses a 
network location detection by sending periodic polling; code migration 
detects the migration of an AM and diffused the location change in a 
multicast process to all AMRB of the system. 

In ^̂  an architecture for reconfiguration control and service provisioning 
platforms were proposed. This is a middleware system which mediates 
between a provider service called Value Added Service Provider (VASP) 
and the network resources in order to deliver services to end users according 
to their location context. The system informs the mobile clients of the 
communication cost as they change location area. Services are published and 
discovered through a service manager. Although this strategy seems similar 
to our approach, it fails to maintain a nearest service execution compared to 
the location context of the mobile client. 

Other projects, such as Globe, use an architecture called "Globe Housing 
Service" .̂ This architecture allows locating the mobile users and services. 
Globe defines and implements distributed objects in a hierarchical topology 
tree. When a client looks up an object in a leaf node of a given location 
area, the object can be present or not. If it is absent, the system returns the 
contact address of the Globe object requested. This contact address redirects 
the request to the next node of the path tree. The procedure is repeated until 
the request is fulfilled. Globe is not adapted to discover services based on the 
location context of a mobile client. 

3. THE PROPOSED SYSTEM CONCEPTS 

3.1 UDDI protocol 

The Universal Description, Discovery, and Integration (UDDI) protocol 
provides a standardized method for publishing and discovering information 
about web services ^̂ . Building a UDDI protocol is an industry initiative in 
order to create a platform-independent, open framework for describing 
services, discovering businesses, and integrating business services. The 
UDDI main objective is a web service discovery process in a service-
oriented architecture. Basically, a UDDI protocol is associated with a single 
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registry that can be distributed among many nodes. Each UDDI registry 
stores business information of a specific supplier or organization entity. 

Conceptually, a business organization can register three types of 
information into a UDDI registry: white pages, yellow pages and green 
pages. The white pages are basic contact information and identifiers about a 
company, including business name, address, contact information, and unique 
identifiers. This information allows others companies or clients to discover a 
business organization web service based on the business identification. The 
yellow pages are information that describe a web service using different 
categorizations (taxonomies). These information allow others to discover a 
web service based upon its categorization (such as food business). The green 
pages are technical information that describe the behaviors and supported 
functions of a web service hosted by your business. These information 
include pointers to the grouping information of web services and where the 
web services are located ^̂ . 

The UDDI data structure is composed four elements: businessEntity, 
businessService, bindingTemplate and tModel. A businessEntity structure 
represents a business organization basic information. These information 
include contact information, categorization, identifiers, descriptions, and 
relationships to other businesses. A businessEntity contains one or more 
businessService structures. A businessService represents a description of one 
web service. This web service can contains one or many published methods. 
A businessService contains one or more bindingTemplate structures. A 
bindingTemplatQ contains pointers to technical descriptions and the access 
point URL, but does not contain the details of the web service's 
specifications. A bindingTemplate contains an optional text description of 
the web service, the URL of its access point, and a reference to one or more 
tModel structures. A tModel is an abstract description of a particular 
specification or behavior to which the web service adheres. A tModel is 
linked to a WSDL (Web Service Description Language) document that 
determines specifically how to interact with a particular web service. Clients 
or others organizations can use the information pointed a tModePs WSDL 
document to determine whether a web service is compatible with their 
requirements. 

3.2 MLP protocol 

The MLP protocol is application level protocol that aims to allow the 
interoperability of location requests with location servers LCS \ The MLP 
format language is developed using XML language. The MLP architecture 
has three main layers: service, element and transport .̂ On the lowest level, 
the MLP transport layer defines how XML content is transported. Possible 
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MLP transport protocols include HTTP, SOAP and others. The Element 
layer (second layer) defines all common elements used by the services in the 
service layer. The Service layer (top layer) defines the services offered by 
the MLP. The services are classified into five categories: standard location 
immediate service, emergency location immediate service, standard location 
reporting service, emergency location reporting service and triggered 
location reporting service. The standard location immediate service allows 
applications to request a single location response from the Location Server 
LCS. The request can also be served by asynchronously sending the location 
to the application until a timeout limit is reached. The emergency location 
immediate service is used when a mobile client initiates an emergency call. 
This service is mostly used by 911 applications. In the standard location 
reporting service, the position is periodically sent to an application until a 
timeout is reached. The emergency location report is used when the mobile 
network automatically initiates the position determination for an emergency 
call. The position and related data are then sent back to the emergency 
application. The difference between the emergency location immediate 
service and emergency location report is that the first one is initiated by the 
subscriber, while the second service is automatically triggered by the 
provider. The triggered location reporting service is an event-based service 
where the mobile subscriber's location is reported on the occurrence of a 
specific event. 

3.3 Description of the proposed system 

The GLWSA system is a distributed system composed mainly of three 
entities: the GLWSM server, the UDDIM database and the ClientlnfosDB 
database (Figure 1). The GLWSM (Geo-Located Web Services Manager) 
server is the main component of the system. It keeps the implementation of 
the system functionalities and manages the geo-located web service 
operations (lookup, publication, coordination of service migration, service 
execution, mobile location, etc.). The UDDIM (UDDI for Mobiles) is an 
extension of the UDDI to adapt the UDDI registry to the mobility context by 
adding APIs and structures of the GLWSA topology (GLWSM nodes), the 
service agreement of a geo-located web service and the geo-located web 
service agreement per node. The ClientlnfosDB database stores user 
personal data such as identification (name, address, username, password, 
etc.), equipment (mobile station identifier, phone number), subscription and 
quality of service data. A GLWSM interacts with three external entities: 
mobile client, the SAS (Supplier Application Server) and the LCS server. A 
mobile client is a person who has a mobile equipment (cell phone, PDA, 
etc.) and has subscribed to a specific geo-located web service. The SAS is 
the end server where a geo-located web service is really implemented and 
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executed. The LCS is the location server which determined the geographical 
position of a particular mobile client. To interact with the LCS, the 
GLWSM uses a MLPe protocol (MLP Extension) which is an extension of 
the ML? protocol to realize the thematic location of a group of mobile 
clients. 

pMCliemlnfoDj^ 

AR; 

Figure 1. GL WS A architecture 

3.4 GLWSA Topology 

The GLWSA topology is bi-level hierarchical system. We chose a bi-
level system to reduce the message exchange between GLWSMs in the 
service publication process and the propagation of the collected QoS data 
update. 

The root level is mainly used to control the data coherence induced by 
the service publication in the system. There is only one GLWSM node. The 
leaf level has many GLWSM nodes. Each GLWSM leaf node is attached to 
a mobile access network. A GLWSM covers a geographical region that 
represents the location areas of the mobile access network with which it is 
associated. Two different GLWSM nodes cannot cover the same location 
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areas. A SAS can be associated with many GLWSMs. A supplier's 
particular web service can be distributed over many SAS. The main 
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characteristic of the leaf nodes is that they are dependent on the location 
areas of the network operator to ensure the mobility tracking, to maintain 
service execution in a SAS, and to coordinate the service migration when a 
mobile client moves to location areas controlled by another GLWSM node 
where the service in execution exists. Otherwise, the service execution will 
continue to be provided by the SAS in progress. We impose a migration 
delay constraint of 2 seconds to migrate a service. 

The service publication is controlled by the GLWSM root node and 
others functionalities (authentication and authorization, subscription, 
tracking mobile position, coordination of the migration, lookup) are offered 
by the leaf nodes. These are the relation properties of GWLSA: 

Covered Areas: In the topology suggested, the location areas covered by 
two different GLWSM leaf nodes are disjoined. 

Visibility Relation: Every GLWSM node that offers a service St knows 
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all GLWSM nodes which offer the same service. 
Home Node is the GLWSM leaf node where the mobile client is 

registered. Every mobile client is associated with a single home node. The 
mobile client used the home node to authenticate himself and to lookup for a 
service. 

Visited Node is a GLWSM leaf node other than the home node of a 
mobile client. 

Nearest Node is a GLWSM leaf node where the mobile client is located. 
Nearest SAS is the SAS attached to the nearest GLWSM node and where 

the service requested by a mobile client is in execution phase. 

4. GLWSA MATHEMATICAL FORMALISM 

In order to facilitate the interactions implementation of the principal 
functionalities of the system with the databases UDDIM and 
"ClientlnfosDB", we formalized the GLWSA concepts in an algebraic 
language. 

4.1 Sets of discovering servers and location areas 

Let E be the set of discovering servers GLWSM deployed at the leaf 
level of the topology tree. By definition: 

E = {GLWSM,,GLWSM^„„,GLWSM^] (eq. 1) 

where p represents the cardinal of E or the number of GLWSM deployed 
in topology. 

Let Z be the set of location areas covered by the GLWSA topology. By 
definition: 

Z = {Z,,Z,,...,Z,} (eq.2) 

where t represents the cardinal of Z or the number of the mobile network 
location areas associated the GLWSA topology. 

Mobile access network: A mobile access network is a set of mobile 
network resources giving access to the network IP. The location areas 
covered by a mobile access network constitute a subset of Z which share the 
same MAP (Mobile Anchor Point). 

Domain: We call domain a mobile access network controlled by a node 
GLWSM. 

Adjacency: Two discovery servers GLWSMj and GLWSMj+i are 
contiguous if they have a common border of location areas. 
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Properties 
Finished sets: At any moment, the sets E and Z are finished and 

determined sets. The cardinal of E or Z can increase or decrease dependently 
if there are an addition or a withdrawal of a GLWSMi node or a location area 
Zx in the GLWSA topology. 

Topology control: The root node is the single discovering services server 
which manages (adds, withdraws, modifies) the topological structure 
deployed in system GL WSA. 

Location areas covered by a leaf node GLWSM: Each leaf node 
GLWSMi is associated with a domain Di. This association means that the 
node GLWSMi covers the location areas Di. 

Disjunction of covered location areas: Two distinct nodes GLWSMi and 
GLWSMj cover disjoined location areas. Thus, if ZLi and ZLj represent the 
location areas covered respectively by GLWSMi and GLWSMj, then: 

ZL^nZLj =<z) (eq.3) 

4.2 Sets of deployed services and application servers in 
GLWSA topology 

Let F be a set of supplier applications servers SAS deployed in the 
GLWSA topology. By definition: 

F^{SAS„SAS2,...,SAS^] (eq.4) 
where m represents the cardinal of F or the number of SAS deployed in 

topology. 
Let G be the set of Web services deployed in the GLWSA topology. By 

definition: 
G = {S„S„...,S^] (eq.5) 

where z represents the cardinal of G or the number of deployed Web 
services in the topology. 

Definitions 

Services vector: We call a services vector F^ , the set of deployed 

services deployed at GLWSMk node. We have: 

K = [SaS, S^]*GLWSM, (eq.6) 
where {Sa, Sb,..^, Sg} are a subset of G. 
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service presence: A service Web Sj is present at GLWSMk node if and 
only if Sj is provided by at least SAS associated with GLWSMk. 
Consequently, if Sj is present y time at GLWSMk node, then the 
measurement of presence p is: 

p = y (eq.7) 

Vector of service presence: We call vector of service presence PF^, the 

vector materializing the set of web services present at the GLWSMk node. 

'PV, = [p,,P2, pJ^GLWSM, (eq. 8) 
where pjk, Pik,--^, Pzk represent the presence of web services Si, S2,..., S^ 

of G at GLWSMk node. Matrix of service presence: We call matrix of 
service presence, the matrix M allowing to identify the presence of web 
services to any node GLWSM in the GLWSA topology. By definition: 

> i i P12 Pip' 

Pix P22 Pip 
M = (eq. 9) 

L_̂  zl r^z2 r zp j 

where/>/ represents the presence of the service Si at GLWSMknoAQ. 

Proverties 
Finished sets: At any moment, the sets F and G are finished and 

determined sets. The cardinal of F or G can increase or decrease, 
dependently if there are an addition or a withdrawal of a supplier application 
server SASi or a service Web Sx in the GLWSA topology. 

Number of offered services: A supplier application can offer one or more 
web services Web Si. 

Root node root and matrix of service presence: At any moment, the root 
node GLWSMr entirely knows the matrix of service presence M. 

Relations 
Supplier application servers and discovering services servers: Each 

application server SASk is associated with a discovering services server (leaf 
node) GLWSMi which covers its geographical position, and possibly other 
GLWSMc contiguous to GLWSMi, if its distance compared to the 
associated discovering service nodes is lower or equal to the maximum 
distance tolerated between SAS and an associated node GLWSM of 
theGLWSA topology. 

D{SAS,,GLWSM ^)<D^^ (eq. 10) 

where D(SASk, GLWSM,) is the distance between SASk and GLWSMi. 
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4.3 Service publication 

The publication of a service Web S^^i in system GLWSA implies three 
essential operations: 

1. unify the set G and the singleton {iŜ +y }, we have: 
G = Gyj{S,,,}={S„S„...,S^,S^,,] (eq.ll) 

on the level of the data base UDDIM, this operation consists of adding to 
the root node GLWSMh a new record to the service and agreement of service 
tables. 

2. To add a new row L^^i to the matrix of presence M, we have: 

Al Pn Pip 

M = 
Pix Pn Pip 

P(z+l)l P(z+l)l P(z+l)p 

(eq.l2) 

on the level of the data base UDDIM, this operation consists of adding to 
any leaf node GLWSMf that has a non null presence of service pz+n a new 
record to the tables representing the service S^^i, the agreement of service 
and the agreement of service at the particular GLWSMi. 

3. For any GLWSMi node having a non null presence of service Pz+i,i,, 
confirm the recording of the service information published to the root node 
GLWSMh. 

4.4 Lookup service 

The lookup of a web service Sd at the home node GLWSMh of a mobile 
customer CM implies six essential operations: 

1. To locate the mobile client CM by formulating a request of position to 
the location server LCS. 

2. To determine the server GLWSMs that covers the current geographical 
position POSc of the mobile customer. That is equivalent in database 
algebraic language to select in the GLWSM nodes table, the node GLWSMs 
which covers the current geographical position POSc of the client CM. This 
operation is equivalent to the following instruction: 

{T[GLWSM] where POS^^AREA] [GLWSM^] (eq.l3) 

where AREA materializes the geographical area covered by the node 
GLWSMs, 

3. To check in UDDIMh (associate with the home node GLWSMh) if the 
presence of the Sd service is non null at the node GLWSMs. From the point of 
view of the database, this operation consists in making a projection on the 
GLWSM node axis of the table T[S,GLWSM,ADDRESS] identifying the 
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agreement of service to a node when the service has Sd as value and 
GLWSM has GLWSMs as value. This operation is equivalent to the 
following instruction: 

{T[S,GLWSHADORES^ where S = S, AGLWSM=GLWSAi} [GLWSA^(QqA4) 
4. To select all application servers SAS associated with GLWSMs and 

that offer the concerned service S^. This operation consists in making a 
projection on the address axis of the table TfS, GLWSM, ADDRESS] 
identifying the agreement of service to a node when the service has Sd as 
value and GLWSM has GLWSMs as value. This operation is equivalent to 
the following instruction: 

{T[S,GLWSM,ADDRESS] where S = S, A GLWSM = GLWSM^} [ADDRESS] (QqAS) 

5. To check if the QoS criteria meet the QoS level required by the mobile 
client CM; this phase is optional if the mobile client did not require QoS in 
his service discovering request. 

6. To return to mobile client CM, the URL address of the service Sd that 
meets the QoS level. 

4.5 Coordination of the service migration 

The coordination of migration of a web service Sd that is in execution 
to a current application server SASc associated with the current node 
GLWSMc, begins when the node GLWSMc is notified by the location server 
LCS that the mobile client CM (implied in the execution of the Sd service) 
moves out the GLWSMc covered area. The following steps are executed 
thereafter: 

1. To determine the next node GLWSM„ that covers the current 
geographical position POSc of the mobile client CM. This operation consists 
in checking which GLWSM nodes of the set E covers the current 
geographical position of the mobile client CM. This operation is equivalent 
in the database algebraic language to the instruction eq.l3. 

2. To check the existence of service Sd and to select all application 
servers SAS associated with GLWSM„ and that offer the service Sd. This 
operation is equivalent in the database algebraic language to the instruction 
eq.l5. 

3. To check if the QoS criteria meet the QoS level required by the mobile 
client CM; this phase is optional if the mobile client did not require QoS in 
his service discovering request. 

4. To select the next application server SAS„ where the service migration 
will be carried out. 

5. The node GLWSMc notifies to the SASc about the SAS„ URL address 
where migration of the service Sd migration must take off 

6. The application server SASc notifies to the GLWMSc of the end service 
Sd migration at SAS„ server. 
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7. The GLWMSc sends to the GLWMS„ a message to continue the position 
tracking of the mobile client CM in its covered area. 

5. IMPLEMENTATION DETAILS AND 
EVALUATION 

To evaluate the proposed GLWSA architecture, we built a prototype 
using the Java programming language (Jbuider 7 and Sun Message Queue 
3.5). This prototype implements the functionalities of the GLWSM and 
communicates with the LCS and the SAS servers. Communication with the 
LCS was carried out through Ericsson MPS 6.0 emulator. The emulator 
implements the MLP V3.0 protocol to determine the geocraphical location 
of a client (or a group of clients) moving over the network topology. We 
generate a network topology with the network density set to suburban, the 
distance between two base stations is set to 5000 meters and created a 
mobile trajectory with a constant speed value. 

In Figure 3, the GLWSMh is the home GLWSM domain of the target 
mobile client and its geographical covered areas, the GLWSMi and 
GLWSM2 are the visited GLWSM domains of the target mobile client with 
their associated geographical covered areas. In our tests, we used three 
constant speeds 50 km/h, 100 km/h and 200 km/h. By using the 
configuration settings described above, a static route file that contains the 
current cell identifier where the mobile resides, the relative distance between 
the mobile and the current base station and the mobile position data 
calculated each 10 seconds and given in geographical system coordinate 
(latitude/longitude/altitude) is created. The MPS 6.0 emulator calculates the 
client position between two consecutive offset times of the route file (for 
example between 0 and 10 seconds) by using the interpolation operations. 
But the formula used to do the interpolation operations is not given by the 
MPS tool specifications. At the beginning of the simulation, the emulator 
starts a clock and reads the mobile position in function clock time in the 
static route file created. We used the database management system Oracle 9i 
to store data in UDDIM registry and ClientlnfosDB. We used JUDDI ^ and 
appended UDDIM API to interact with the registry UDDIM. The machines 
used to materialize the GLWSM, the SAS and the LCS are similar (1.2 GHz 
Pentium III with 512 Mo RAM). The machines are connected in a wireless 
LAN. The WLAN has a transmision rate of 11 Mbits/s and is compliant 
IEEE 802.1 lb. 
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Figure 3. The generated network topology and trajectory of a target mobile client. 

We define the round trip time (RTT) as the time difference between the 
reception time of the response at a client machine and the time when the 
cHent sent a request to a server. In Figure 4, we measured the RTT of a 
nearest service lookup without QoS by supposing that a mobile client sends 
a request each 2 seconds to his home GLWSM. The nearest lookup service 
request parameters sent are: service identifier and mobile identifer. The total 
size of sent parameters is 80 bytes. 

We found a minimal RTT value of 20 milliseconds, an average RTT of 
28 milliseconds and a maximum RTT of 52 milliseconds. The measure 
dispersion is 14.16 milliseconds. 
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Figure 4. Round Trip Time of a nearest service lookup without QoS in case of one client. 
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Figure 5. Round Trip Time of a nearest service lookup with QoS in case of one client. 

To measure the RTT of the nearest service lookup with QoS, we suppose 
that a client sent to its home GLWSM a nearest lookup service request 
containing parameters: service identifier, mobile identifer, required service 
cost, required bandwidth and required SAS factor utilization. The total size 
of sent parameters is 104 bytes. We found a minimal RTT value of 30 
milliseconds, an average RTT of 41 milliseconds and a maximum RTT of 70 
milliseconds (Figure 5). The measure dispersion is 15.57 milliseconds. 
The coordination time of a service migration shown in Figure 6 represents 
the RTT to send the URL of the next SAS (that implement the service in 
execution of a mobile client) and the mobile identifier parameter of a mobile 
client (who just changed the SAS domain) to the current SAS in execution. 
At the receiving of the message, the current SAS just sends back an 
acknowledgement to the GLWSM sender. Then, the GLWSM sender 
notifies the next GLWSM to track the target mobile. The coordination time 
of a service migration has an average RTT of 11 milliseconds, a minimal 
value of 7 milliseconds and a peak value of 40 milliseconds. . The measure 
dispersion is 5.80 milliseconds. We varied the speed of the target mobile and 
we remarked that the speed does not have a direct impact in the coordination 
of the service migration. 
Coordination test of the service migration with QoS (Figure 7) 
consists first to send the URL address of the next SAS and the mobile 
identifier to the current SAS if a mobile client moves in the area 
covered by the next SAS. At the reception of the message, the current 
SAS just sends back an acknowledgement to the GLWSM sender 
(current GLWSM). Then, upon receiving the receipt of service 
migration end, the current GLWSM notifies the next GLWSM to track the 
position of the mobile client who just enter into its covered area. To track the 
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mobile client, the current GLWSM sends to the next GLWSM the relevant 
information to do this operation (mobile identifier, service identifier, next 
SAS URL, client required service cost, client required bandwidth, client 
required SAS utilization rate). The total size of information sent to the next 
GLWSM is 104 bytes. The coordination time of a service migration has an 
average RTT of 13 milliseconds, a minimal value of 8 milliseconds and a 
peak value of 65 milliseconds. We varied the speed of the target mobile and 
we remarked that the speed does not have a direct impact in the coordination 
of the service migration. The measure dispersion is 6.47 milliseconds. 
Compare to the service migration 
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Tests Complet ion Time (sec) 

Figure 6. Coordination time of a service migration without QoS. 
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Figure 7. Coordination time of a service migration with QoS. 

without QoS, we found a mean RTT variation of 2 milliseconds. This 
variation is due principally to the increasing of 24 bytes size parameters sent 
to the current SAS. 

Meanwhile, as we imposed that the delay migration constraint must be 
less than or equals to 2 seconds, if a mobile client has a speed of 300Km/h 
when the migration is relevated, the target mobile will be at 166,67 meters of 
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the precedent GLWSM domain when the service migration will be 
terminated. As the service migration for SAS to SAS has a maximum 
average rate of 300 milliseconds ^, we will have a maximum total service 
migration time (SAS service migration time and coordination migration 
time) of 355 milliseconds which is less than the delay migration service 
constraint. Thus, the system has a margin time 1645 milliseconds for huge 
applications. 

RTT(miUiseconds) 

250 
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Figure 8. Geo-located web service publication time in two GLWSM leaf nodes. 

Figure 8 shows a geo-located web service publication time in two 
GLWSM leaf nodes. To measure the service publication, we suppose that an 
authorized supplier sent a size of 1116 bytes parameter data (service, 
agreement service, agreement node entities) to publish to the root GLWSM 
machine. Then, the root GLWSM stores the data in his UDDIM and 
forwards them to the publication queue listened by the two GLWSM leaf 
nodes. After storing the forwarded data in their UDDIM, each GLWSM leaf 
node sends back a recept to the root GLWSM. We found an average RTT of 
105 milliseconds with a minimal and maximal RTT of 88 and 300 
milliseconds during 10 minutes observation. We also analyzed the 
publication time in function of the number GLWSM leaf nodes (which 
increases the size of parameters sent in a publication process) where they are 
published. We found that the publication time increases when the number of 
GLWSM leaf nodes increases too. We found an average RTT of 110, 147 
and 247 milliseconds for 5, 10 and 20 GLWSM leaf nodes, respectively. 

6. CONCLUSION 

We presented in this paper a discovering architecture for geo-located web 
services for the next generation mobile networks. With tis architecture, 
mobile clients can discover geo-located web services and maintain the 
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service execution closest to their location context. We extended the UDDI 
registry and MLP protocol to reach this goal. Tests executed in the GLWSA 
system show that the system gives good response in lookup, migration and 
publication service in the context of a client mobility. Future work will 
present the mechanism of QoS collection, the thematic location and will 
consider the adaption of data presentation in different client format machines 
(xHTML extensible HTML, cHTML compact HTML, WML {Wireless 
Markup Language) and the conviviality of the prototype. 
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